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CHAPTER 1 – INTRODUCTION

BACKGROUND

According to the Texas Transportation Institute’s (TTI) recent Urban Mobility Report, incidents are responsible for somewhere between 53 and 58 percent of the total delay experienced by motorists in all urban areas (1). An important goal of freeway traffic management is the rapid detection of incidents and the management of traffic during incident conditions. In Texas, freeway management systems are utilized in many major urban areas including Houston, San Antonio, Ft. Worth, Dallas, Austin, El Paso, and soon to be Laredo. Freeway management systems are also planned for other major metropolitan areas in Texas such as Amarillo and Corpus Christi.

Although the control centers in Texas utilize different software and systems, the mission of all the centers is the same: to reduce the amount of congestion and improve traffic safety by minimizing the impact of incidents on the freeways through their rapid detection and clearance. A primary tool in the center’s arsenal to accomplish this mission is the use of automatic incident detection algorithms.

In many control centers in Texas, the system software in use has been developed by TxDOT. Known as Advanced Traffic Management System (ATMS), the software has the capability to monitor real-time traffic flow data for automatic incident detection. The faster an incident is detected, the more rapid the response, which decreases congestion on the roadways.

Unfortunately, most implementations of the TxDOT systems operate with their incident detection algorithm turned off, as there are no established procedures for optimizing the settings to ensure the rapid detection of incidents. Because of the nature of detection algorithms and the trade-off between rapid detections and false-alarms, the lack of procedures makes it difficult for current implementations to achieve an acceptable compromise among the performance parameters.

GOALS OF AND OBJECTIVES OF PROJECT

The key to optimizing performance of an incident detection algorithm is adjusting the parameters to achieve an acceptable level of performance. However, a procedure to accomplish this for the TxDOT incident detection algorithm has never been developed.
The overall goal of this research project is to develop these capabilities for TxDOT. In order to accomplish this goal, the following project objectives have been established:

1. through a survey of district freeway management operations, establish desired criteria for assessing the performance of incident detection algorithms for the state of Texas in terms of detection rate, detection time, and false alarm rates;
2. quantify the real-world performance of the TxDOT incident detection algorithm currently being used in ATMS, and
3. develop a practical procedure for setting the thresholds and profiles in TxDOT’s ATMS necessary for the algorithm adjustment and optimization.

The first objective defines the level of performance TxDOT operators expect from an algorithm. Currently, most implementations of ATMS operate with the incident detection algorithm turned off. This obviously impacts the ability to detect incidents, which has an effect on both the operator workload and the driving public. What are the acceptable limits or boundaries for how the algorithm is expected to perform, to maximize incident detection, but minimize false alarm rate?

The second objective focuses on quantifying how well the current algorithm embedded in TxDOT’s ATMS is truly performing, regardless of TxDOT’s expectations. The results of this investigation will ultimately provide guidance to TxDOT on the future of the incident detection algorithm development and its use.

Optimizing performance of the algorithm is the focus of the third objective. While the key is developing a procedure for identifying the thresholds and profiles, many questions must be answered. Crucial among them are questions such as how much data is required for this process? How lengthy is this procedure? Can it be automated in the future? Are there different requirements and procedures necessary for different traffic conditions?

**HISTORY OF PROJECT**

Over the course of this project, the path by which the goals and objectives were accomplished changed from the initial plan. As initially proposed, the scope included examining data from the Austin district, formulating a threshold calibration procedure, and then calibrating that procedure with data from the El Paso district.
However, during the course of investigating the different foundations on which to build a threshold calibration procedure, a small change to the existing TxDOT algorithm was discovered that had the potential to improve on its effectiveness and performance. The project was modified to allow the research team to pursue this algorithm change. Due to this new path of research, the tasks related to the algorithm calibration using data from El Paso were removed from the project. Instead, the research focused on the new algorithm, dubbed the Cross-Lane Comparison (CLC) to quantify the potential improvements to TxDOT’s incident detection capabilities within ATMS.

PROJECT DELIVERABLES

The results of this research project are implemented in four products, all of which will have an immediate use for TxDOT. Project modifications did not change the products of the project. These products are more specifically described as follows:

1. *A documented assessment of incident detection capability* which will provide TxDOT with a clear understanding of the capabilities of their existing algorithm, the new algorithm, and the operators’ desires (Deliverable P1).

2. *Recommendations for modifications to the incident detection algorithm* that provide methods by which TxDOT can improve their overall incident detection capabilities (Deliverable P2).

3. *A threshold calibration procedure* that details a systematic and scientific process for creating thresholds for the new algorithm (Deliverable P3).

4. *A logic flow for an automated threshold calibration tool* to provide TxDOT with a roadmap for implementing the revised algorithm in future versions of ATMS (Deliverable P4).

FORMAT OF THIS REPORT

This report documents the investigations and results of the research performed in support of this project. Each of the deliverables above is contained within this report. The following chapters contain the deliverables detailed above:

- Deliverable 0-4770-P1 is contained in Chapter 7.
- Deliverable 0-4770-P2 is contained in Chapter 8.
- Deliverable 0-4770-P3 is contained in Chapter 6.
- Deliverable 0-4770-P4 is contained in Chapter 6.
CHAPTER 2 – AN OVERVIEW OF INCIDENT DETECTION

INCIDENT DETECTION ALGORITHMS

Over the past three decades, numerous research studies have been performed on incident detection algorithms, resulting in a large number of individual algorithms. Most incident detection algorithms can however, be grouped into four categories:

- comparative algorithms,
- statistical algorithms,
- time-series / smoothing algorithms, and
- modeling algorithms (2,3).

Comparative Algorithms

Comparative algorithms are generally the simplest of all the algorithms. Comparative algorithms (sometimes called pattern recognition algorithms) generally compare speed, volume and/or occupancy measurements from a single detector station or between two detector stations against thresholds that define when incident conditions are likely. These comparisons may be temporal (comparing measures from the same detector over time) or spatial (comparing measures between two adjacent detectors). Some of the more well-known algorithms of this type include the following:

- the ten Modified California Algorithms (4, 5),
- the Pattern Recognition Algorithm (PATREG) (6), and
- the All-Purpose Incident Detection Algorithm (7).

Statistical Algorithms

Statistical algorithms use statistical techniques to determine whether observed detector data differ statistically from historical or defined conditions (3). Most of the algorithms in this category use data from normal (i.e., non-incident) traffic conditions to develop mean and expected values for traffic conditions. Confidence intervals are then used to account for “normal” fluctuations (or variance) in traffic patterns. Real-time detector data is then compared with these “typical” values to determine if they fall outside the normal range of data for that particular station. Examples of this type of incident detection algorithm include the following:
• the Standard Normal Deviate Algorithm (8), and
• the Bayesian Algorithm (9).

**Time-series and Smoothing Algorithms**

Time-series and smoothing algorithms compare short-term predictions of traffic conditions to measured traffic conditions. This approach generally uses more complicated procedures. The concept is to look at general trends in the data to determine if what is currently being observed is what typically can be expected for that time of day, or if the observed data is “abnormal”. In other words, these techniques generally track what is happening at a detection station over time, looking for large or “abnormal” changes in the traffic data. The algorithms in this class generally use techniques to “smooth” or “filter” the data to remove “noise” (or minor fluctuations) in the detector data stream. Some examples of time-series / smoothing algorithms include the following:

• the ARIMA Algorithm (10),
• the Exponential Smoothing Algorithm (11), and
• the Low-Pass Filter Algorithm (12).

**Modeling Algorithms**

The final class of incident detection algorithms is the modeling algorithm. Modeling algorithms use traffic flow theories and computer simulation models to model expected traffic conditions, based on the current data coming from the detector. Generally, these models predict what traffic conditions would be like under incident conditions and then examine the detector data to determine if the predicted values are similar. Modeling algorithms include the following:

• the McMaster Algorithm (13) and
• the Dynamic Model Algorithm (14).

In more recent years, researchers have again been tackling the issues of automatic incident detection algorithms, applying new approaches such as wavelet energy theory, fuzzy logic, and neural networks in attempt to improve the performance of incident detection algorithms (15, 16, 17). Also, as technology advances, new technologies such as video imaging and automatic vehicle identifications systems have been applied to finding better means of detecting freeway incidents (18).
ASSESSING INCIDENT DETECTION ALGORITHM PERFORMANCE

The most commonly used measures to evaluate the performance of different incident detection algorithms are:

- detection rate,
- detection time, and
- false alarm rate (19).

Detection rate is typically defined as the number of incident that have been detected as a percentage of the total number of capacity-reducing incidents that occur on the system. Detection time is defined as the elapsed time from when an incident occurred on the freeway to when it is detected by the incident detection algorithm. The false alarm rate is generally used to provide an indication of how many times an algorithm incorrectly issues an incident alarm when in fact no incident is present. The two types of false alarm rates generally used to evaluate incident detection algorithm performance are on-line and off-line (2).

Most incident algorithms and research use the off-line measure when reporting on the performance of their algorithms. In these situations, the false alarm rated is defined as the percentage of incorrect (or false) declarations of an incident condition out of all possible declarations including true incidents, false incidents and incident-free declarations. In other words, the off-line incident detection rate is the percentage of false detections divided by the total number of iterations (or checks) that the algorithm executes in the evaluation period. The on-line rate generally used by practitioners is defined as the percentage of false incident alarms to the total number of incident declarations, both true and false.

The following provides an example to help illustrate the difference between the two false alarm rates. In this example, we will assume that there were four true detections and one false alarm, for a total of five alarms, during a three-hour period. In this example, the “on-line” false alarm rate would be as follows:

\[
\text{False Alarm Rate}_{\text{on-line}} = \frac{1}{5} \times 100\% = 20\%
\]

If we assume that the incident detection algorithm executes once every minute, then the “off-line” false alarm rate would be as follows:
Because the off-line false alarm rate includes periods where the algorithm is running, but not issuing an alarm, the off-line false alarm rate is often significantly lower than what the operator might typically experience in the control center. Therefore, when evaluating different types of incident detection algorithm, it is important to know what type of false alarm rate is being used: the on-line or off-line version.

Figure 1 shows the general relationship that typically exists between detection rate, false alarm rate, and detection time (19,2). For most algorithms, especially the comparative incident detection algorithms, the detection rate is directly proportional to detection time. In other words, the detection rate tends to increase the longer the algorithm takes in evaluating the detector data.

Conversely, the false alarm rate generally tends to be inversely proportional to the detection time. In other words, as the detection time increases, the false alarm rate decreases. Therefore, in order to maximize the detection time while minimizing the false alarm rate, the detection time must increase.

The problem comes in the fact that the goal of most incident detection algorithms is to minimize the detection time. As the algorithm thresholds are adjusted to detect less severe incidents more quickly, minor fluctuations in traffic demands can cause the false alarm rate to rise. Therefore, with many existing incident detection algorithms, there is a trade-off between detection rate, detection time, and false alarm rate. In order to minimize detection time, agencies must be willing to live with detecting only those incidents that have a major impact on traffic demands and more false alarms.
FIGURE 1. General Relationship between Detection Rate, Detection Time, and False Alarm Rate for Incident Detection Algorithms.

CALIBRATION OF AN INCIDENT DETECTION ALGORITHM

Most of the problems that many agencies experience with their current algorithms are due, in part, to the need for calibration to the particular site (20). Local geometries and traffic operations within a freeway can significantly affect the normal traffic patterns on that freeway such that detection thresholds need to be specific to that particular section of freeway (21). Generally, proper calibration of each detection zone requires extensive data collection and analysis. Data from both incident and non-incident data must be secured. Raw speed, volume and occupancy data must also be free of malfunctioning detectors (21).

Errors in Detector Data

Although many ITS deployments include some rudimentary data error checking, many detector failures and data errors remain undetected. A more advanced automated statistical quality control procedures to clean an ITS database has been developed by Park et al. (22). These procedures were an outgrowth of work performed on DataLink, one of the first ITS Data archiving systems (23,24). DataLink utilized extensive empirical rules to clean the data as it
arrived, to ensure the validity of the reported results. These concepts are directly applicable to cleaning the data supplied to incident detection algorithms.

Cleaning procedures attempt to detect erroneous/faulty observations that emerge as outliers by examining each data record in relation to other temporarily close data records. While a variety of techniques can be utilized, Park et. al. used a mean curve representing underlying traffic trends fitted for each location and took into account the variability of each observation (22). The variability was used to measure the degree of abnormality associated with each reading (25).

Although one data type is often the key attribute in the context of an incident detection algorithm, it is important to consider all the attributes in the stage of cleaning the database because an observation that looks typical in terms of any single variable — speed, volume, or occupancy — could still be an outlier.

ANALYSIS PROCEDURES

To compound the issues of measuring performance and cleaning the data, analysis procedures to establish thresholds, deviations, or predictions are frequently unclear, poorly documented, or, in many cases, nonexistent. As a result of all these factors, properly calibrating an algorithm’s performance is often impractical for operations personnel, and thus limits the effectiveness of these algorithms (20).
CHAPTER 3 – THE TXDOT INCIDENT DETECTION ALGORITHM

STANDARD IMPLEMENTATION

The TxDOT incident detection algorithm is a comparative mechanism. The basis for the algorithm is a 3-minute rolling average of loop occupancy, which is calculated on a per-lane basis. Occupancy is a measure of the amount of time a loop detector is occupied in a given time period, expressed as a percentage. The algorithm simply determines if the loop occupancy value is over a pre-established threshold. If it is, an alarm is raised. If not, the rolling average is refreshed with a new value and the process begins anew. Figure 2 shows the algorithm details.

![Figure 2. TxDOT Incident Detection Algorithm.](image)

TxDOT uses a 20-second time period for loop occupancy calculations. The 20-second values of loop occupancy are read from the roadway loop detectors and sent to the local control unit (LCU), a field device which reads data from multiple field devices. The 20-second values are averaged across all lanes in the cross-section. Then, every three values of 20-second data are combined to produce a 1-minute average of occupancy across the entire cross section. This calculation is done at the level of the system control unit (SCU), a device which interfaces with multiple LCUs.
Once the 1-minute lane occupancies are calculated, every three values are averaged together into a 3-minute rolling average. This average updates once a minute, by dropping off the oldest 1-minute value and averaging in the latest 1-minute value. The use of this rolling average technique helps to smooth out normal fluctuations in the occupancy data.

Once a minute, the 3-minute rolling average is compared to a threshold to see if the average loop occupancy value is higher than a predetermined limit. If so, an alarm is triggered for the operator’s attention. If the occupancy value is lower than the threshold, the algorithm waits for the next time period and again performs the calculations and comparisons.

AUSTIN IMPLEMENTATION

It is important to note that the Austin district utilizes a slightly different implementation of the TxDOT algorithm than other ATMS implementations. As will be evident later in this report, it was this different implementation that led to the basis of the investigation into the modified algorithm and potential improvements in the incident detection capabilities.

In Austin, all calculations and comparisons are performed on a per-lane basis, rather than across the entire-cross section. Figure 3 shows the revised algorithm. Note that the changes from Figure 2 are minimal, reflecting simply that the calculations are done on a per-lane basis.

Figure 3. Austin Implementation of TxDOT Incident Detection Algorithm.
THRESHOLDS AND PROFILES

In the TxDOT algorithm, the concept of thresholds as a comparison measure to identify traffic conditions outside the norm, i.e., an incident. A threshold is nothing more than a predefined limit for loop occupancy. Exceeding the threshold indicates that a possible incident has occurred. In recognition that traffic conditions vary across the day, the TxDOT implementation allows up to six thresholds and corresponding time periods to be defined for a given day. Figure 4 shows a typical threshold graph for a detector in the TxDOT ATMS. The horizontal axis represents the time of day in hours while the vertical axis represents the loop occupancy.

![Figure 4. Typical Threshold Graph for TxDOT Incident Detection Algorithm.](image)

Thresholds can be set at any level of occupancy, and time intervals can be established at any point throughout the 24 hours of a day. The 24 hours of a typical profile start of 12:00 AM and proceed to 11:59 PM. The only limitation is that there can only be six non-overlapping time intervals in a profile. Multiple profiles exist to account for situations such as weekdays (Monday through Friday), weekends (Saturday through Sunday), special events and inclement weather.
The inclement weather and special events profiles typically would take place for less than 24 hours and would be specifically designated by an operator to be in effect.

It should also be noted that each station is independent of all other stations in terms of the profiles. This allows implementations to tailor the detection capabilities by location. In the Austin implementation, because stationing is done on a per-lane basis, it is possible for each lane in the cross section to have a unique profile. In practice however, the same profile is kept for all lanes in the cross section.

ESTABLISHING THRESHOLDS

The key to optimizing performance of the algorithm is determining the thresholds and adjusting them so that there is an effective compromise between the parameters of detection time, detection rate, and false alarm rate. However, a procedure to accomplish this for the TxDOT incident detection algorithm has never been developed

Manual Method

Currently, the procedure used in the Austin District to establish thresholds is labor intensive and manual. The basic steps are described below:

1. Pick a weekday or weekend (depending on threshold being established) that is representative of normal conditions for the station.
2. Once the day is determined, assemble a data archive for analysis. The final data archive will contain data for a 24-hour time period. The archive is created from the comma delimited ASCII file from the SCU that contain 1-minute data for one hour organized by station (in Austin’s case, each station is a detector).
3. Merge individual 1-hour data files ASCII editor to complete 24 hours of data. This file is imported into Microsoft Excel™. Because Excel will only input 256 columns of data at a time, the Austin district developed macros to import successive groups of 256 columns of data.
4. Once the data is in Excel, create charts to show the 24-hour occupancy data for each station.
5. Review the occupancy charts for each station and manually determine the time periods corresponding to significant pattern changes in the occupancy.
6. For each time period, establish a threshold occupancy level.
7. Compile the profile for each station and enter it into the ATMS

**Automated Method**

Because of the difficult and time-consuming nature of the manual process above, the Austin District contracted with researchers at TTI to create a more automated methodology for establishing thresholds. This was done via an interagency contract.

The methodology created under that work utilized concepts of time-series analysis and operator workload to minimize the number of false alarms. Approximately 30 false alarms per station per year was chosen as a target. Figure 5 shows a sample of the thresholds created under this contract. The shaded areas represent individual time points, while the number at the top of each time section corresponds to the threshold value that should be set.

![Figure 5. Thresholds Created Under Austin Inter-Agency Contract.](image)

While the thresholds and time periods created using this process were effective, there were a number of considerations associated with their use.

- The data manipulation process was intensive and time consuming.
- The data manipulations could not be performed in a typical desktop computer using standard, off-the-shelf software.
- The data manipulations could not be performed by someone without specialized knowledge and training on the specific software used to create the thresholds.
- The process was developed for Austin and would require modifications to expand to other areas of the state using ATMS.
• The thresholds were very sensitive to increases in traffic, requiring revisions whenever substantial traffic growth or changes took place.
CHAPTER 4 – PRELIMINARY DATA MANIPULATION

INTRODUCTION

The data logging structure in use by ATMS and the SCU are not conducive to easy use for other purposes. Significant effort is necessary to prepare the data for use. This chapter describes the data manipulations utilized to prepare data in three areas:

• operator’s logs,
• detector thresholds, and
• SCU data files.

Each of the following sections describes in detail the steps in the data manipulation process. Each section below uses a standardized format consisting of:

• MatLab File(s) – the names of the MatLab custom programming file utilized in this data manipulation step;
• Input File(s) – the names of the input files utilized in this step;
• Output File(s) – the names of any output files created as a result of this step;
• Procedure – a summary of the data manipulation procedures accomplished in this step of the process; and
• File Descriptions – a brief summary of the makeup of the output file.

Where appropriate, graphics are included to supplement the text discussion and illustrate the data manipulation process.

OPERATOR’S LOGS

The goal of any incident detection algorithm is of course to detect incidents. Operators at ATMS implementations record incident information that is stored in the ATMS database. This data is copied in to an Excel worksheet format which can then be reduced to extract incidents of specific or known types.

Step 1: Incident Log Reduction (Manual)

MatLab File: N/A

Input Files: Incident Files
**Output Files:** IncidentLog.txt

**Procedure:** Extract the following fields from each incident log file, and save them to a new output file, called IncidentLog.txt.

- Nearest Station(s)
- Archive Number
- Incident Number
- Direction
- Roadway
- Detection Data Start Time
- Detection Data End Time

**File Descriptions:**

**Incident File:** Figure 6 shows a portion of the incident file. This is the raw data received from the operators at an ATMS implementation and the input file for this step of the data manipulation process. The file contains numerous items of information pertaining to each incident including roadway and cross-street location.

<table>
<thead>
<tr>
<th>archive_num</th>
<th>idenc_num</th>
<th>direction_str</th>
<th>roadway_str</th>
<th>incident_num</th>
<th>cross_street_str</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5042</td>
<td>7 Southbound</td>
<td>IH 0035</td>
<td>10</td>
<td>Rundberg Lane</td>
</tr>
<tr>
<td>3</td>
<td>5043</td>
<td>4 Northbound</td>
<td>IH 0036</td>
<td>10</td>
<td>Cedar Chavez St/</td>
</tr>
<tr>
<td>4</td>
<td>5044</td>
<td>17 Southbound</td>
<td>IH 0036</td>
<td>10</td>
<td>E1st Street</td>
</tr>
<tr>
<td>5</td>
<td>5077</td>
<td>19 Northbound</td>
<td>IH 0036</td>
<td>10</td>
<td>32nd Street</td>
</tr>
<tr>
<td>6</td>
<td>5089</td>
<td>1 Northbound</td>
<td>IH 0036</td>
<td>10</td>
<td>Rundberg Lane</td>
</tr>
<tr>
<td>7</td>
<td>5093</td>
<td>1 Northbound</td>
<td>IH 0036</td>
<td>10</td>
<td>US 183 NB / Anderson</td>
</tr>
<tr>
<td>8</td>
<td>5096</td>
<td>44 Northbound</td>
<td>IH 0036</td>
<td>10</td>
<td>S1st Street</td>
</tr>
<tr>
<td>9</td>
<td>5112</td>
<td>4 Northbound</td>
<td>IH 0036</td>
<td>10</td>
<td>US 103/Anderson Lane</td>
</tr>
<tr>
<td>10</td>
<td>5148</td>
<td>21 Southbound</td>
<td>IH 0035</td>
<td>10</td>
<td>Rundberg Lane</td>
</tr>
<tr>
<td>11</td>
<td>5152</td>
<td>20 Northbound</td>
<td>IH 0035</td>
<td>10</td>
<td>Rundberg Lane</td>
</tr>
<tr>
<td>12</td>
<td>5043</td>
<td>31 Southbound</td>
<td>IH 0036</td>
<td>10</td>
<td>S1st Street</td>
</tr>
<tr>
<td>13</td>
<td>5084</td>
<td>33 Northbound</td>
<td>IH 0035</td>
<td>10</td>
<td>Briar Lane</td>
</tr>
<tr>
<td>14</td>
<td>5088</td>
<td>25 Northbound</td>
<td>IH 0036</td>
<td>10</td>
<td>US 183/Anderson Lane</td>
</tr>
</tbody>
</table>

**Figure 6. Input Incident File.**

**Incident Log:** Figure 7 shows a portion of the output file for this step in the data manipulation process. The process, which is completely manual, extracts pertinent information from the input incident file. In addition, the file contains the two closest detector stations for use in subsequent steps related to incident testing.

It should be noted that the incident log contains incidents of all types and durations. For the purposes of this research, the concern was for major incidents that significantly affect conditions. For that reason, the operator’s log was also pared down during this step to reduce the incidents only to those listed as a “collision”.
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Figure 7: Output Incident Log File.

Step 2: Reduce Log File

MatLab File: ReduceLog.m

Input Files: IncidentLog.txt

Output Files: IncidentLog_Sum2_Up.txt

Procedure: This step takes the incident file created in the initial step and reduces the incidents into the correct format to be used in later steps.

File Descriptions:

IncidentLog_Sum2_Up.txt:
This step takes the output file from step 1 and formats the data for use in subsequent steps of the data manipulation and analysis process. The primary purpose of this step is to parse the time stamp information from the incidents and separate into years, months, days, hours, and minutes, each in a separate column. Figure 8 shows an example of the output file.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>29, 29</td>
<td>5466</td>
<td>61</td>
<td>2003 12 10 20 45</td>
<td>2003 12 10 21 2</td>
</tr>
<tr>
<td>31, 36</td>
<td>4935</td>
<td>89</td>
<td>2003 02 26 16 36</td>
<td>2003 02 26 16 48</td>
</tr>
<tr>
<td>32, 29</td>
<td>4936</td>
<td>80</td>
<td>2003 06 10 12 53</td>
<td>2003 06 10 13 45</td>
</tr>
<tr>
<td>33, 36</td>
<td>4937</td>
<td>14</td>
<td>2003 02 22 16 2</td>
<td>2003 02 22 19 27</td>
</tr>
<tr>
<td>34, 23</td>
<td>4938</td>
<td>3</td>
<td>2003 06 15 15 22</td>
<td>2003 06 15 17 47</td>
</tr>
<tr>
<td>35, 36</td>
<td>4939</td>
<td>36</td>
<td>2003 02 20 9 57</td>
<td>2003 02 20 10 39</td>
</tr>
<tr>
<td>36, 50</td>
<td>4940</td>
<td>5</td>
<td>2003 06 14 14 31</td>
<td>2003 06 14 14 50</td>
</tr>
<tr>
<td>37, 50</td>
<td>4941</td>
<td>1</td>
<td>2003 04 28 9 56</td>
<td>2003 04 28 10 29</td>
</tr>
<tr>
<td>38, 50</td>
<td>4942</td>
<td>9</td>
<td>2003 01 2 15 12</td>
<td>2003 01 2 16 5</td>
</tr>
<tr>
<td>39, 50</td>
<td>4943</td>
<td>3</td>
<td>2003 05 15 11 35</td>
<td>2003 05 15 12 12</td>
</tr>
<tr>
<td>40, 50</td>
<td>4944</td>
<td>23</td>
<td>2003 12 13 19 9</td>
<td>2003 12 19 19 30</td>
</tr>
<tr>
<td>41, 50</td>
<td>4945</td>
<td>24</td>
<td>2003 12 13 19 9</td>
<td>2003 12 19 19 30</td>
</tr>
<tr>
<td>42, 50</td>
<td>4946</td>
<td>22</td>
<td>2003 12 19 19 45</td>
<td>2003 12 19 19 31</td>
</tr>
<tr>
<td>43, 50</td>
<td>4947</td>
<td>5</td>
<td>2003 02 12 9 56</td>
<td>2003 02 12 10 59</td>
</tr>
<tr>
<td>44, 50</td>
<td>4948</td>
<td>1</td>
<td>2003 05 20 10 21</td>
<td>2003 05 20 11 40</td>
</tr>
<tr>
<td>45, 50</td>
<td>4949</td>
<td>27</td>
<td>2003 1 15 16 0</td>
<td>2003 1 15 17 2</td>
</tr>
<tr>
<td>46, 50</td>
<td>4950</td>
<td>49</td>
<td>2003 5 20 6 0</td>
<td>2003 5 20 9 29</td>
</tr>
<tr>
<td>47, 50</td>
<td>4951</td>
<td>8</td>
<td>2003 2 25 9 15</td>
<td>2003 2 25 10 4</td>
</tr>
<tr>
<td>48, 50</td>
<td>4952</td>
<td>2</td>
<td>2003 2 26 6 19</td>
<td>2003 2 26 9 15</td>
</tr>
<tr>
<td>49, 50</td>
<td>4953</td>
<td>2</td>
<td>2003 4 14 7 50</td>
<td>2003 4 14 8 42</td>
</tr>
</tbody>
</table>

Figure 8. Incident Summary File.
DETECTOR_THRESHOLDS

One of the keys to evaluating performance of any algorithm is to know the existing threshold for the detector locations. Researchers were provided with an Excel worksheet that contained the threshold information for the Austin district. This is a 1-step process.

Step 1: Threshold Data Files Creation (Manual)

MatLab File: N/A

Input Files: Threshold Spreadsheet
Detector List

Output Files: Daily.txt
Row.txt
Inventory.txt

Procedure: The threshold spreadsheet contains three worksheets. These worksheets contain descriptions of the thresholds in a format that can be read by a database program and imported into the ATMS system. For the purposes of this research, the threshold information was extracted to text files for use in subsequent manipulation and analysis steps.

The inventory file is then created by listing each detector for the corresponding roadway, along with the detectors station, direction, and lane. This information is found from the list of detectors in Austin.

File Descriptions:

Inventory.txt Contains the number, station, direction, and lane for each detector; Figure 9 shows a portion of the file. The file contains the detector identification number, the station, the direction, and the lane number.
Detector Inventory Text File.

**Daily.txt**

Contains the information relating to what profile is currently being used for each detector. Figure 10 illustrates the file, which contains a link between the detector identification number and the particular profile that will be used at that location.

```
<table>
<thead>
<tr>
<th>DetID</th>
<th>Day</th>
<th>Profile</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1512</td>
<td>2</td>
<td>151</td>
<td>3</td>
</tr>
<tr>
<td>1513</td>
<td>2</td>
<td>151</td>
<td>3</td>
</tr>
<tr>
<td>1514</td>
<td>2</td>
<td>151</td>
<td>3</td>
</tr>
<tr>
<td>1521</td>
<td>2</td>
<td>152</td>
<td>3</td>
</tr>
<tr>
<td>1522</td>
<td>2</td>
<td>152</td>
<td>3</td>
</tr>
<tr>
<td>1523</td>
<td>2</td>
<td>152</td>
<td>3</td>
</tr>
<tr>
<td>1524</td>
<td>2</td>
<td>152</td>
<td>3</td>
</tr>
<tr>
<td>4711</td>
<td>2</td>
<td>471</td>
<td>3</td>
</tr>
<tr>
<td>4712</td>
<td>2</td>
<td>471</td>
<td>3</td>
</tr>
<tr>
<td>4713</td>
<td>2</td>
<td>471</td>
<td>3</td>
</tr>
</tbody>
</table>
```

**Figure 10. Detector Profile Text File.**

`Row.txt`

Contains the time points and occupancy levels for the current profiles being used by detectors. The correspondence between the ‘daily.txt’ file and the ‘row.txt’ file is the profile number. For each profile, the corresponding start time (in hours and minutes), end time, and occupancy threshold is identified.
SCU DATA FILES

The main thrust of the research performed during this project was to develop a calibration process for the TxDOT incident detection algorithm. This objective required, at minimum, the use of a 24-hour data file per detector. However, because this is not the manner in which TxDOT stores data, creating those files required an extensive amount of data manipulation.

The TxDOT system records data in 1-hour files, so an assembly of 24 files is necessary to create a single day’s data. In addition, because each file contains all detectors connected to a particular SCU, significant data manipulation has to be performed in order to assemble individual files per detector. The vast majority of the data manipulation accomplished in this research was performed using MatLab, a statistical analysis package that allows for custom programming and data manipulation functions.

Step 1: Uncompress Raw Data Files from .ZIP Files

MatLab File: Not Applicable

Input Files: 030101.ZIP
... 031231.ZIP

Output Files: US 0183 SCU Wednesday 0000.DET
... US 0183 SCU Wednesday 2300.DET

Procedure: The TxDOT ATMS system stores data files from the SCU using a filename structure that will be overwritten in 1 week. Typically, operators copy the data from the SCU and create an off-line data repository. For each day of the year, researchers were provided with a compressed file (in

<table>
<thead>
<tr>
<th>Profile Row</th>
<th>Profile</th>
<th>StartHour</th>
<th>StartMin</th>
<th>EndHour</th>
<th>EndMin</th>
<th>Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>151</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>1</td>
<td>152</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>15</td>
<td>45</td>
</tr>
<tr>
<td>1</td>
<td>471</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>1</td>
<td>472</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>30</td>
<td>45</td>
</tr>
<tr>
<td>1</td>
<td>474</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>475</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>476</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>477</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>30</td>
<td>10</td>
</tr>
</tbody>
</table>
ZIP format) containing the 24 individual 1-hour data files from the SCU. Typically, an SCU is utilized per roadway. The roadway name is not included in the ZIP file name.

This step is a manual procedure where each ZIP file is copied to a directory unique for an individual day on a particular roadway and expanded to uncompress the 24 individual 1-hour data files.

**File Descriptions:**

The file naming convention followed by the operators is to name the file by YEAR, MONTH, DAY, with no spaces in between. Thus, a filename of 030101.ZIP represents data from January 1, 2003.

The 24 files inside the ZIP file have the following typical format:

US 0183 SCU Wednesday 2300.DET

Variable items are the roadway name (US 0183, LP 0001 and IH 0035) and the day of the week (Monday through Sunday)

**Figure 12** shows a graphic of the results of this step in the data manipulation process. The directory is entitled 030301 which equates to March 1, 2003. The files in the directory are for Loop 1 and correspond to 24 hours of data.
Figure 12. Directory and Filename Structure Prior to Renaming.

Step 2: Create Unique File Names for Every Data File

MatLab File: Not Applicable

Input Files: US 0183 SCU Wednesday 0000.DET

... US 0183 SCU Wednesday 2300.DET (example)

The roadway name portion of the filename can vary as follows:
US 0183
LP 0001
IH 0035

The day of the week portion of the filename varies from Monday through Sunday.

Output Files: US 0183 SCU 030101 0000.DET

... US 0183 SCU 030101 2300.DET

Procedure: With the data files now sorted into individual directories according to the YEAR, MONTH, and DAY, the 24 data files have the exact same name as
the 24 data files in any other directory. Each data file in each directory must be renamed to include the YEAR, MONTH, and DAY so that there are unique data files for any hour of the day, any day of the year, across any roadway.

This manual step uses a utility file renaming program to replace the day of week portion of the filename with YEAR, MONTH, DAY equivalent. For example, since January 1, 2003, was a Wednesday, the ‘Wednesday’ in each of the 24 filenames in the directory would be replaced with ‘030101’.

File Descriptions:

This step creates 8,760 unique filenames for each roadway. Each data file represents one hour of data from the SCU.

Figure 13 shows the results of this step in the data manipulation process. The directory is entitled IH35_Raw_Data and contains a full year of 1-hour data with unique filenames.

Figure 13. Directory and Filename Structure After Renaming Process.
Step 3: Create Individual Detector Data Files

*MatLab File:* Reduce1.m

*Input Files:* US 0183 SCU 030101 0000.DET

... US 0183 SCU 031231 2300.DET

*Output Files:* US 1083 SCUall_DETID.txt

*Procedure:* In order to work with the raw data provided in the DET files the data must be separated by detector. Each DET file contains one hour of data, separated into sixty 1-minute intervals. Each interval contains occupancy, volume, speed, and truck percentage data for each detector on the roadway.

This step reads these intervals one at a time and separates the data by detector. This data is then written to a separate file for each detector. This is repeated for every interval in each DET file for the entire year. This creates a text file for each detector, containing the volume, occupancy, and speed data for that detector.

*File Descriptions:*

*Input File:* The first line of the input file contains the total number of detectors in the file and the detector identification number, cross street location, and freeway lane description for each detector. This information allows the MatLab program to parse the comma delimited data and construct individual data files for each detector number.

The remaining lines each contain 1-minute of data for each detector. The following format is utilized:

- time in hour, minute, second format (HHMMSS);
- detector identification number,
- volume in number of cars,
- occupancy in percent,
- speed in miles per hour, and
- portion of trucks in the vehicle stream in percent.

This information repeats for each detector reporting in the 1-minute timeframe.
Figure 14 shows an example of the input detector file.

Figure 14. Input File for Step 3 of SCU Data Manipulation.

Output File: SCUall_DETID.txt: The resulting file contains the volume, occupancy, and speed data for an entire year, separated into 1-minute intervals. Each detector has a unique file. Figure 15 shows an example of one of the detector output files. The first column is the time period, expressed as MONTH, DAY, HOUR, MINUTE (MMDDHHMM). The next three columns represent the Volume, Occupancy, and Speed values. The percent truck values were not written to the detector file as they were not required for the data analysis.

<table>
<thead>
<tr>
<th>MMDDHHMM</th>
<th>Vol</th>
<th>Occ</th>
<th>Spd</th>
</tr>
</thead>
<tbody>
<tr>
<td>01011000</td>
<td>0</td>
<td>36</td>
<td>14</td>
</tr>
<tr>
<td>01011001</td>
<td>0</td>
<td>36</td>
<td>14</td>
</tr>
<tr>
<td>01011002</td>
<td>0</td>
<td>36</td>
<td>14</td>
</tr>
<tr>
<td>01011003</td>
<td>0</td>
<td>36</td>
<td>14</td>
</tr>
<tr>
<td>01011004</td>
<td>0</td>
<td>36</td>
<td>14</td>
</tr>
<tr>
<td>01011005</td>
<td>0</td>
<td>36</td>
<td>14</td>
</tr>
<tr>
<td>01011006</td>
<td>0</td>
<td>36</td>
<td>14</td>
</tr>
</tbody>
</table>

Figure 15. Output File for Step 3 of SCU Data Manipulation.

Step 4: Make 365 Day Matrix

MatLab File: Make365daysMatrix2.m

Input Files: IncidentLog.txt
Inventory.txt
SCUall_XXX.txt

Output Files: DETXXX_OCC_STAYYY.txt
DETXXX_VOL_STAYYY.txt
DETXXY_SPD_STAYYY.txt

Where XXX is detector number, YYY is station number
**Procedure:** This step in the process takes the data compiled in the previous step and formats it into a 365 x 1440 matrix. A separate data file is created for the speed, volume, and occupancy information for each detector. This ensures that the data files for use in later steps are as small as possible and contain only the necessary information. The matrix size of 365 by 1440 represents 365 days in a year and 1440 minutes in a day.

**File Descriptions:**

**Output Files:** DETXX_OCC_STAYYY.txt
This file contains a 365x1440 matrix of occupancy values for the specified detector. The same format is used to create a speed and volume file as well. XXX is the detector number, and YYY is the station number. Figure 16 shows a portion of the output file for this step. The first column contains the minutes of the day, from 1 to 1440. Each subsequent column contains 1-minute detector occupancy values for one day of the year.

![Figure 16. Detector Occupancy File.](image)

### AUSTIN DATA

The procedures detailed above result in a comprehensive set of data files that can be used as the basis for any subsequent data analyses. It should be noted that many of these initial steps are manual and time consuming. This is due to the large volume of data as well as the current...
file formats and structures used by ATMS. Preparing a year’s worth of data for a city the size of Austin, Texas, can take several weeks of preparation and computer time. In addition, the size of the data files is significant, resulting in the need for a large amount of storage space to catalog and store the data.
CHAPTER 5 – THE CROSS-LANE COMPARISON ALGORITHM

INTRODUCTION

One of the primary problems with a comparative algorithm is that it is difficult to detect changing conditions with a simple test. Occupancy, for example, rises not only during an incident, but also at several times during the day when traffic tends to increase, such as the AM (morning) and PM (afternoon) peak periods. With a comparison based essentially on three minutes of data in one lane, it can be challenging to tell the difference. After all, an incident detection algorithm simply detects congestion. It does not determine the cause of the congestion.

Because the existing TxDOT algorithm suffered in this regard, a slight change was made to the algorithm in an attempt to improve on its capability to detect congestion related to incidents and not normal congestion conditions. The goal was to create a more discerning detection algorithm for which thresholds could be determined and utilized to improve the overall incident detection performance.

BASIS FOR CROSS-LANE ANALYSIS

The basis for a cross-lane analysis comes from looking at the different traffic reactions to congestion. In normal, recurring congestion, at most locations, traffic tends to be evenly split across the freeway lanes. This causes the occupancy values to be relatively similar across all lanes in the cross-section.

In incident conditions however, traffic tends to leave the affected lane and shift into the other lanes in the cross-section. This causes an occupancy shift between lanes. Researchers theorized that if this shift could be detected, it could form the basis for a new detection mechanism that would be more sensitive to incident congestion. The Austin data was well-suited to this type of analysis as it was already stationed by individual lanes. The standard mechanism for determining the relative difference between values is to subtract the minimum value from the maximum value.

Figure 17 shows the result of this analysis for non-incident conditions. The 24-hour plots of 3-minute rolling average occupancy values for each lane show a normal progression, starting off very small at 12 AM, rising through the morning peak, reaching the highest occupancy in the PM, and slowly decreasing as the evening progresses.
Figure 17. 3-Minute Rolling Average and Cross-Lane Comparison for Non-Incident Conditions.

The dashed lines in each of the lane occupancy graphs are the thresholds in place for the existing TxDOT algorithm. Finally, the series of two vertical lines represent an incident timeframe for comparison against subsequent plots.

The most important portion of Figure 17 is the graph in the bottom right-hand corner. This graph shows the results of subtracting the minimum occupancy values across all lanes in the cross section from the maximum occupancy value across all lanes in the cross section. This is repeated for each minute of the day using the 3-minute rolling average occupancy values. Of particular note is the fact that the graph is relatively flat, showing little movement, even though the occupancy values show significant deviation throughout the day.

Figure 18 provides a direct comparison by examining the corresponding set of graphs for a known incident condition. This incident day was determined from the operator’s logs and the data was extracted to create the same graphs as in Figure 17. The incident occurred on Friday, November 1, 2002, at Station 29. As in Figure 17, the dashed lines represent the existing TxDOT thresholds, while the series of two vertical lines represent the actual timeframe of the incident.
Of particular note in Figure 18 is the cross-lane comparison graph in the bottom right-hand corner. This graph clearly shows a marked increase in the cross-lane values of loop occupancy during the timeframe of the incident. In addition, this variation has a rapid vertical rise indicating that the detection capability utilizing this mechanism may be timely when compared to the actual occurrence time of the incident.

The CLC value is subject to variability, however. Figure 19 and Figure 20 show a closer view of some representative CLC data. Figure 19 shows the CLC values for the 24-hour period of May 21, 2002, from Station 63 in Austin, Texas, while Figure 20 shows the same data but for Station 67. In each graph, the existing TxDOT thresholds are represented by the dashed-dotted line, while a reference line for the CLC threshold is shown as a dashed line. Of particular note between the figures is the marked difference in CLC variability. Station 63 values remain relatively constant across the entire 24-hour time period, while Station 67 values show a significant rise in CLC variability between the morning and evening peaks.
Figure 19. CLC Values for Station 63 - Non-Incident Day.

Figure 20. CLC Values for Station 67 - Non-Incident Day.
Although variability exists at different locations, the CLC algorithm can still be used to determine the onset of congestion from incident conditions. Figure 21 and Figure 22 show the same locations as before, but the data now represents an incident day. While Station 63 does not show a dramatic increase in variability during normally congested timeframes, Station 67 does. At both locations, however, the CLC values show a significant spike at the time of the incident, suggesting that the CLC technique for determining congestion due to incident conditions has potential. It should also be noted that the amount of the increase in the CLC at the onset of the incident is different at each location, which reflects the normal variability of traffic across the freeway.

Figure 21. CLC Values for Station 63 - Incident Day.
When this same analysis was performed on all major incidents in the Austin 2002 data, Figure 17 through Figure 22 were found to be representative of the trends in the loop occupancy values. However, this report does not reproduce the charts for every incident in the dataset.

As a result of these analyses and the promising approach to detecting the onset of incident conditions even during periods of congestion, the TxDOT incident detection algorithm was modified to include a cross-lane comparison component prior to comparing it to thresholds.

Figure 23 shows the TxDOT algorithm modified to incorporate a CLC component. As shown in the figure, a step has been inserted after the calculation of the 3-minute rolling average for each lane. This additional step determines the maximum occupancy value, the minimum occupancy value, and the difference between the two values. This difference is then utilized in the traditional threshold comparison step. As per the original algorithm, a value over the threshold will trigger an alarm. A value that does not exceed the threshold will be discarded and the algorithm will return and repeat the process during the next time step.
While the changes to the TxDOT algorithm are relatively minor, the complicated portion of the process is that the concept of thresholds has changed. Whereas thresholds under the original algorithm were a loop occupancy value, they represent a difference in conditions across all lanes in the cross section under the new algorithm. This demands an entirely new and different process for creating the thresholds utilized in this algorithm.

**Figure 23. CLC Algorithm.**

**CLC Thresholds**

While the changes to the TxDOT algorithm are relatively minor, the complicated portion of the process is that the concept of thresholds has changed. Whereas thresholds under the original algorithm were a loop occupancy value, they represent a difference in conditions across all lanes in the cross section under the new algorithm. This demands an entirely new and different process for creating the thresholds utilized in this algorithm.
CHAPTER 6 – DETERMINATION OF CROSS-LANE COMPARISON THRESHOLDS

OVERVIEW OF CLC THRESHOLD PROCESS

There are two steps in the determination of thresholds for the CLC algorithm. The first step involves setting the time points where the threshold value will change. While these time points can be determined visually, the challenge is to construct a process that can be automated. The second step in the threshold identification process is setting the actual threshold values, based on the time points. The process of setting thresholds is Deliverable P3 of this project.

ESTABLISHING TIME POINTS

The primary challenge of creating the time points for the CLC algorithm is the preponderance of data. The CLC is calculated on a per-minute basis, which results in 1440 data points per day. In addition, to determine normal conditions, the best technique is to utilize a sufficiently large number of days to account for minor variations in the loop occupancy (and therefore CLC) data. For the purposes of this research, all non-incident days throughout the year were utilized to set CLC time points. Plotting this amount of data for a visual inspection tends to blur any discernable trends and produce inaccuracies in the selection of time points. This problem can be solved by establishing a scientific and statistically sound, data driven approach for establishing time points.

Overview of Time Point Selection Process

An overview of the steps necessary to select time points based on the CLC data are as follows:

1) Determine the CLC at every minute of the day, for all non-incident days. – as an example, if there are 200 non-incident days in the year, there will be 200 CLC values for each minute of the day.

2) Utilize a statistical approach known as Mean Absolute Deviation (MAD) to determine the variability between all the CLC points. This will reduce the number of data points in use and result in a single data point per day.
3) Establish continuity between the data points by finding the difference between the current 1-minute data point and the previous 1-minute data point. This difference is called the 1-minute LAG.
4) Calculate a 30-minute average of the 1-minute LAG values to smooth the variability of the data.
5) Determine the slope between each 30-minute LAG data point.
6) Identify significant differences in slope values by comparing to a cut-off value. This cut-off value establishes slope indicator points that have a value of 1, -1, or 0.
7) At this point in the procedure, time points can be visually chosen from the slope indicator graph. Alternatively, a subsequent section of this report will detail an automated technique for determining the time points based on the slope indicator values.

It should be noted that the procedure listed above is the final result of an intensive and time-consuming research process. The steps in the procedure represent the best results and methods for clearly indicating time points. For example, in addition to the 1-minute LAG values utilized in the procedure, researchers also utilized 2-minute, 5-minute, and 10-minute values during the project. The 1-minute values were found to provide the best definition and original CLC representation, while still reducing the overall need for data.

**Data Manipulation for Time Point Selection Process**

The data manipulation steps necessary to select time points based on the CLC data are detailed below. The primary output of this data manipulation process is a series of five graphs that show the sequence of data reduction. The final graph contains the slope indicator points which can be used as part of a manual (visual) time point identification process. The description of the process follows the same format utilized in Chapter 4.

*MatLab File:* 5figures.m

*Input Files:* Inventory.txt
Daily.txt
Row.txt
IncidentLog_Sum2_Up.txt
DETXXX_OCC_STAYYY.txt
**Output Files:**

- STA_YYY_Plots.bmp
- newTimeChunkStaYYY.txt (manually created file)

Where:

- XXX is detector number
- YYY is station number

**Procedure:**

After creating a matrix for each detector (Step 4 in SCU Data Files Manipulation from Chapter 4), the data can be analyzed and new threshold time points can be determined.

The process begins by taking a 3-minute rolling average of each detector’s occupancy, taking into consideration weekdays where no accidents were reported. Once this is complete the process calculates a Cross-Lane Comparison value for each minute of the day for each station. Figure 24 shows the CLC values calculated in this step.

![Figure 24. Station CLC Data.](image)

The three lines in Figure 24 represent the 99th, 95th, and 50th percentile CLC values. While the calculation for this step in the process uses the 100th percentile values, the corresponding graph shows three CLC lines to enable end-users to determine the appropriate percentile value for their particular situation.

Once the CLC has been calculated for each minute of the day, the mean absolute deviation (MAD) is determined by the following formula.

$$\frac{1}{n} \sum_{i=1}^{n} |x_i - \bar{x}|$$

Where:

- $x_i$ is the value of CLC at each interval
- $\bar{x}$ is the average of the CLC across all time intervals
- $n$ is the number of time intervals
The result of the MAD process is a reduction in data points to one per minute for each minute of the day.

The next step in the process is to take the 1-minute LAG of the MAD values, as identified in Step 4 of the overview. The 1-minute LAG is calculated by the following formula:

\[
1 - \min LAG = [MAD_{(time \times)}] - MAD_{(time \times - 1)}]
\]

Where:
- \(MAD_{(time \times)}\) is the mean absolute deviation at a time interval
- \(MAD_{(time \times - 1)}\) is the mean absolute deviation at the immediate past time interval
- \(1 - \min LAG\) is the resulting calculation at each time interval

This process establishes continuity between successive data points. Figure 25 shows the graph that results from this step in the process. Note that Figure 25 shows the same trends, valleys, and peaks as Figure 24 but does so with one data point per minute instead of a compilation of all non-incident days in the dataset.

The next step in the process is to determine the 30-minute slope value of the 1-minute LAG data points. This step smoothes out the incremental variability in LAG data and makes it easier to calculate the slope values in the next step.

The 30-minute average is calculated according to the following formula:

\[
30 - \min average LAG = \left( \frac{\sum_{time \times} (1 - \min LAG)}{30} \right)
\]

Where:
- \(1 - \min LAG\) is the 1 minute LAG calculation for each time interval
Figure 26 shows the graphical result of this step. Observe again, how the trends, peaks and valleys of the original CLC plot are reflected in this plot of 30-minute average points.

![Figure 26. 30-Minute Average LAG.](image)

Although Figure 26 is highly representative of the original CLC values, it does not clearly delineate where time points should be located. In order to provide this delineation, the threshold procedure calculates the slope between each successive point on the 30-minute average LAG graph.

Figure 27 shows the resultant slope graph. At this point in time, the data no longer visually represents the same information as the original CLC graph. Instead, it represents the variability of the CLC data at each 30-minute juncture in a typical 24-hour period.

![Figure 27. Slope of 30-Minute Average LAG Data.](image)

The average of all the slope points is also calculated during this step in the process. The dashed horizontal lines surrounding the horizontal midpoint axis of 0 identify deviations from the average slope. Each of the first dashed lines surrounding the 0-axis represents one deviation from the average, either positive or negative. Each of the second dashed lines surrounding the 0-axis represents two deviations from the average, either positive or negative.

The final step in the process is identifying the slope indicators on the basis of the deviations from the 0-axis of the slope curve in Figure 27. As shown in Figure 28 the values of this final graph are separated into 30 minute time intervals and have values of -1, 0, or 1 (indicated as INDICIA on the Y-axis). If the slope at the 30-minute point is greater than two times the slope average, the value is 1. If the indicator is less than two times the negative average of the slope, the value is -1. Anything other than 2 times the average, either positive or negative, is classified as a 0, representing no significant deviation from the average slope.
Once this graph is created the user can create the new threshold time chunks for each station.

*File Descriptions:*

*STA_YYY_Plots.bmp:*
Graphic containing the 5 graphs created in this step. Each graph shows the progression from CLC data to the slope indicator graph for determining time points for the CLC thresholds.

*newTimeChunkStaYYY.txt:*
This file contains the new time chunk values from the data produced from this step. This file is manually created by looking at the slope indicator graph (Figure 28) from the bitmap file created for each station. This process is explained in detail in the section below.

<table>
<thead>
<tr>
<th>Time Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.5</td>
</tr>
<tr>
<td>11.5</td>
</tr>
<tr>
<td>12.5</td>
</tr>
<tr>
<td>19.5</td>
</tr>
<tr>
<td>20.5</td>
</tr>
</tbody>
</table>

*Figure 28. Slope Indicator.*

Manual (Visual) Process for Selecting Time Points

The technique for determining the time points corresponding to changes in the CLC threshold levels are centered on the slope indicator points. Each significant deviation, which is $\pm 2$ times the average slope, is a potential change point. However, the process is slightly more complicated as there are several factors to consider.

- Because of the mathematics of the technique, the first point of the day on the slope indicator graph will always be a +1. The second point is almost always 0. This does not indicate that there should be a time point established at 12:30AM.
• A jump between -1 and +1 generally does not indicate a time point change. The jump in slope indicator values is simply a measure of variability in the CLC data, so a single time period which surrounds both values will account for the variability.

• A number of short-timeframe jumps between 0 and +1 or -1 generally indicate a rise or fall in the CLC profile. These trends are best captured by surrounding the entire timeframe with a single time period.

• As time periods are visually identified, working across the graph from left to right, a significant number of changes may be identified. While each change should be marked, keep in mind that there are only six allowable time changes per profile. It may be necessary to return to some of the earlier time points and combine close points in order to fall within the allowable limit for the number of time points.

In addition to the indications of the slope indicator graph, the selection of time points in this procedure also calls upon experience and intuition to make some of the necessary decisions. Figure 30 illustrates the results of the time point selection process for a representative slope indicator curve. The top graph shows the slope indicator curve. As reference for this illustration only, solid vertical lines have been drawn at the existing time points for the Austin thresholds. Each dashed vertical line represents a 60-minute time increment, again for reference purposes only.

Figure 30. Selection of Time Points for CLC Thresholds.
Still focusing on the topmost graph in Figure 30, the initial points illustrate the discussion points above which stated that the slope indicator always starts at +1 and quickly returns to 0. This does not indicate a need for a time point at 1:00 AM.

At 2:30 AM, the slope indicator starts a period of variability and ranges between -1, 0, and +1. Because of the rapid fluctuation in the slope indicator, it would be prudent to consider putting the first time point at 7:30 AM, when the slope indicator returns to 0 and stays there for an extended period of time.

At 12:00 PM, the slope indicator jumps to 1 and returns to 0 in the successive time period. While this is a short timeframe, it would be prudent to block this variability by establishing a time point at 11:30 AM and another one at 12:30 PM.

In a similar fashion, the slope indicator experiences a shift to -1 at 8:00 PM (labeled 20:00 on the axis utilized in Figure 30). This variability can be blocked by establishing a time point at 7:30 PM and another one at 8:30 PM.

Toward the end of the 24 hours covered by the graph, the slope indicator varies between 0 and -1. Because this occurs in a timeframe where this is likely to be little to no significant traffic on the roadway, it is not necessary to block these variations as individual time points.

The bottom graph in Figure 30 shows the results of the time point selection process. Notice that the time points are similar to the existing TxDOT algorithm time points but not exactly the same. The fact that the two procedures produce similar time points is actually a good validation of the new process. Some variation is to be expected since the foundation on which the time points are picked are different. However, because both algorithms attempt to measure the variability in traffic, the expectation is that they should produce similar time points.

**ESTABLISHING CLC THRESHOLD VALUES**

The primary challenge of the CLC threshold procedure is establishing the time points. With that step complete, the remaining task of establishing CLC threshold values is relatively simple.

Recall that the original CLC graphic in Figure 24 illustrated the use of a 99th, 95th, and 50th percentile CLC value for each representative station. These different values were provided as a mean of extending the procedure to accommodate all needs. The higher the percentile used, the more the CLC variability is covered. In essence, using a CLC threshold established at the
50<sup>th</sup> percentile range will create more false alarms than the 99<sup>th</sup> percentile, although it is likely that more incidents will be detected. Once again, the trade-offs between the three principles governing incident detection are inviolate and a decision must be made as to which one will be the most useful to the freeway management system. In practice however, it is reasonable to assume that most implementations would utilize a 99<sup>th</sup> percentile level to reduce false alarms as much as possible.

**Manual (Visual) Process for Selecting CLC Threshold Values**

The manual procedure for determining threshold values contains two decision points.

1) Determine what percentile level of CLC is desired for use in thresholds. This decision could vary by station, although it would be more consistent to establish the same percentile level for each station.

2) Enter the CLC figure at the desired percentile level and identify the CLC level for each time point established in the previous step.

Figure 31 illustrates the result of this step of the process. The top graph in the figure is the same slope indicator graphic utilized to set the time points. The bottom part of the figure now shows the horizontal lines corresponding to the CLC values in use for each time period. The first time period, from 12:00 AM to 7:30 AM, uses a CLC value of 7. The next time period uses a CLC value of 9 and so on.

![Figure 31. Selection of CLC Values for Thresholds.](image-url)
AUTOMATING THE CLC THRESHOLD PROCESS

The complete process of setting the CLC thresholds is time-consuming and requires a tremendous amount of data. This is the same drawback identified for the other procedures. However, an advantage of the CLC algorithm is that it can be automated.

Automation carries a caveat. Because of the data requirements, traditional desktop software has limitations which reduce their effectiveness at carrying out the procedures described above. Significant effort was devoted to the task of automating the entire process during this research project. The task was successful using higher-end software than TxDOT typically has access to or has the expertise to use. Unfortunately, there were significant limitations for commonly available software such as Excel.

It is clear that if the desire is to use the more commonly available desktop software, pre-processing of the data will have to take place to prepare specific data files for use. During the course of the project, an automation tool to automatically pick the time periods and corresponding CLC values was prototyped for Excel. However, the two input files of CLC values by minute of the day and slope indicator by 30-minute time increments had to be prepared outside of Excel.

Automated Process for Selecting CLC Threshold Values

The following sections describe a general procedure for automating the CLC threshold process.

Step 1 - Import Raw Data

The initial step in calibrating a new threshold is to import and parse the raw data files. Each raw data file should be named according to a set standard. The standard for the file names shall be “Roadway SCU YYMMDD HHmm.DET”, where YY is year, MM is month, DD is day, HH is hour, and mm is minute. Using this standard for naming raw data files will enable the automated tool to check for missing data as it establishes a new threshold.

Each raw data file contains one hour of data for each detector on the corresponding roadway, separated into 60 one-minute segments. The automation process begins with importing the first raw file. For the first minute of data, the process will create a new file for each detector and insert the occupancy data for the first minute into that file. The process will then move to
the second minute, and insert the occupancy values into the existing files for each detector. This will continue for each of the 60 minutes in the file.

Once the file is complete, the automated process checks to see if any other raw data files exist. If more files are found the process imports the next file. It validates that the current file is the next file in the time sequence (one hour after the previous one). If the file is correct it repeats the process of appending the occupancy values into each detector file. If the file is not the correct file the process must determine how many files were missing, and in each detector file substitute a value of 0 for the missing data. This process will continue for each raw data file.

When complete, each detector file will contain a 365*1440 (366*1440 for leap year) matrix that contains an entire year of 1-minute occupancy data.

Step 2 - Perform Calculations

In order to compute a new threshold, the process must perform a series of calculations for each detector and station. The raw data, which is 1-minute occupancies for each detector for an entire year, must be evaluated to create the 30-minute slope indicator values. This is done for each station for a time period of 24 hours.

Step 2a calculates a 3-minute rolling average for each detector for each minute throughout the year.

Step 2b computes the cross-lane comparison for each station. A station’s CLC is defined as the difference between the maximum and minimum rolling occupancy of all lanes at that station. In preparation for subsequent steps in the process, Step 2b should also calculate the 99th, 95th, and 50th percentile CLC value for each minute of the day and store each result as a matrix of 1 x 1440, representing a CLC percentile value at each minute.

Step 2c calculates the mean absolute deviation of the CLC. This leaves a resultant matrix for each station consisting of 1440 data points or one for each minute of a day.

Step 2d in the calculations is to determine the 1-minute LAG for each station. The lag is the difference between the current minute and the preceding minute. The resultant matrix is 1 x 1440, representing a LAG1 value for each minute of the day.

Step 2e computes a 30-minute average for each station’s 1-minute LAG values. This step creates 48 data points for each station, one for every 30 minute period in the day.

Step 2f computes the average slope of each 30-minute time segment in Step 2e.
Step 2g computes the slope indicator values for each station. The slope indicator data will consist of 48 data points for each station, one point every 30 minutes, starting at 12:00 AM. Each data point will have one of three values: 1, 0, or -1. For each station a boundary is calculated for the average slope. The values of the boundary are calculated using the range and average of the lag for each station. If the value of the average slope at a given point is greater than the higher end of the boundary (2x the average slope) the slope indicator is 1. If the average slope is less than the lower end of the boundary (2x the average slope) the slope indicator is -1. If the average slope falls within the boundary conditions, the slope indicator is 0. The result of this step is a matrix of the 48 slope indicator points, one for each 30-minute time period throughout the 24-hour time analysis timeframe.

**Step 3 - Determine New Time Points**

Time points are determined using the slope indicator points that resulted from Step 2g. The iterative process begins by looking for the first non-zero slope indicator value. Once it is found a time period boundary is put at that position. The process keeps looking from this point until it finds three consecutive slope indicator values of zero and places the next boundary. The use of three zero values ensures that the process brackets those situations where the slope indicators vary between -1 and 1 within a short timeframe. This process repeats until all points of the slope indicator have been checked.

The next step in this portion of the process checks to see if the number of time points created is greater than the allowable number of six. If there are more than six, some time period boundaries must be removed, in order to reduce the overall number of time periods. This is achieved by looking at the amount of time between boundaries. If these boundaries are less than a specified amount of time apart, the two time periods will be merged into one.

**Step 4 - Determine New CLC Threshold Values**

Once there are six or fewer time periods created, the Step 3 will terminate and move to the final step in the process. Step 4 identifies the corresponding CLC value based on the time point boundary. This process assumes a 99th percentile CLC value but would be the same for any other percentile value that was specified.
LOGIC FLOW FOR AUTOMATED THRESHOLD TOOL

While the previous section explained the general steps in the automation procedure, a flow chart provides perhaps the best mechanism for the exact logic flow for an automated tool. Figure 32 through Figure 36 present the logic flow that could be used to build an automated capability. These flow charts, which represent Deliverable P4 of the project, could be used to build a software module within ATMS, a stand-alone software program, or to simply replicate the logic in a data analysis program.

Figure 32. Overview of Automated Logic Flow.

As shown in Figure 32, the overview of the automated logic flow identifies four modules or components. This corresponds to the stepwise text listing in the previous section.

Figure 33 provides the detailed flow chart diagram for Module 1. The process starts with the first raw data file which is parsed for detectors and occupancy values. Logic checks are included to check for the presence of additional data files so that the process is iterative until all data files have been read. The logic also includes a component to check for missing data and substitute for the missing data if found. The resulting output is a stored table of occupancy values for each detector, at which point the logic passes to Module 2 of the process.
Figure 33. Detailed Flow Chart for Module 1 – Import and Parse Raw Data.

Figure 34 details the logic flow for the second module of the overall process. This is a straightforward module consisting of a sequence of computational steps using the formulas identified in the previous sections. The process starts with the detector occupancy files created in Module 1 and terminates with the calculation of the slope indicator values for each station. At this point, logic control is passed to the third module in the process.
Figure 34. Detailed Flow Chart for Module 2 – Perform Calculations.

Figure 35 highlights the logic flow for Module 3, the determination of time periods for the CLC thresholds. As indicated in the text in previous sections, the logic flow utilizes the slope indicator points as a means to measure the departure, in any given time period, from the same conditions that existed in the previous time period. While the procedure utilizes a time period basis of 30 minutes, corresponding to 48 increments during the 24-hour timeframe, the procedure could be easily modified to support other time increments.
Take note that Modules 1 and 2 perform their portion of the procedure for every station in the data set. Starting with Module 3, the process takes place for one station at a time and proceeds to Module 4. Module 4 will contain a test for additional stations and process the logic flow handoff accordingly.

There are two exit points for the time period process in Module 3. The first occurs if the establishment of time periods is complete and less than six have been identified. The second exit point occurs after a time period combination component if more than six time periods have been observed. The exit point for this module sends logic control to Module 4.

Figure 35. Detailed Flow Chart for Module 3 – Determine New Time Periods.
Figure 36 details the procedures included in Module 4 of the automated procedures. The focus of this module is obtaining the new threshold values based on the time periods identified in Module 3. It should be noted that Figure 36 assumes the use of the 99th percentile CLC values for calculating thresholds. The logic flow could easily be modified to support the use of 95th, 50th, or other defined percentile values, as desired for a specific implementation.

![Detailed Flow Chart for Module 4 – Determine New Time Thresholds.](image)

Figure 36. Detailed Flow Chart for Module 4 – Determine New Time Thresholds.

At the conclusion of Module 4, the logic flow tests for the presence of additional stations that have not yet been processed to determine threshold values. If this test is found to be true, the logic flow returns to Module 3, in an iterative process until all stations have been analyzed. If this is the final station in the process, the logic flow exits the procedure.
CHAPTER 7 – CROSS-LANE COMPARISON PERFORMANCE ASSESSMENT

INTRODUCTION

Chapter 2 discussed the typical methods of assessing incident detection algorithm performance. Algorithms are typically judged on their effectiveness of:

- minimizing false alarms (false alarm rate),
- maximizing detections (detection rate), and
- minimizing the time to each detection (detection time).

Unfortunately, as illustrated in Figure 1, these parameters are not mutually exclusive. In fact, minimizing false alarms tends to inversely affect on both the detection rate and detection time. Likewise, a focus on maximizing the detection rate and/or minimizing the detection time tends to greatly increase the number of false alarms. In short, there is no perfect solution that allows for the best of all possible performance. The reality is that because of the trade-offs, agencies typically have to focus on one parameter and achieve the best compromise with the performance of the other parameters.

In order to assess the performance of the CLC algorithm, the performance parameters were determined using 2002 data from Austin, Texas. At each step in the performance assessment, the results were compared to the performance parameters of the existing TxDOT algorithm, again using 2002 data from Austin, Texas.

As a second assessment of performance, the sustainability of the CLC thresholds across multiple years was examined. Additional datasets from 2003 and 2004 from Austin, Texas, were obtained, prepared according to the data reduction procedures described in Chapter 4, and utilized to determine the same performance parameters.

Investigation into the sustainability of the thresholds centered on how long the thresholds would last. Consider for example that CLC thresholds were created in 2002. Would those same thresholds continue to work well in 2003? What would the performance be in 2004? In order to answer these questions, a matrix of performance parameters using CLC thresholds from previous years was created, providing significant insight into the question of sustainability.
Finally, as part of the assessment, operators throughout the state were contacted and questioned to determine their opinions and desires with regard to automatic incident detection algorithms.

The information presented in this chapter represents Deliverable P1 of the research project, a comprehensive assessment of the performance capabilities of the incident detection algorithm.

CLC PERFORMANCE ASSESSMENT USING 2002 DATA

False Alarms

The first assessment of CLC performance was performed using false alarms. Similar to the procedures identified in other chapters of this report, a MatLab program was written to calculate the false alarms for each station. Because the algorithm utilizes a simple comparative threshold, the flagging of false alarms is essentially an accounting process. At each minute of the day, the CLC value is calculated as the difference between the maximum and minimum values of the 3-minute rolling average for all detectors in the cross-section. This CLC value is compared to the CLC thresholds, the creations of which were detailed in Chapter 6.

The false alarm accounting utilized in these assessments was a simple accumulation of total number of false alarms. This method was used instead of the on-line and off-line false alarms rates because of a potential misleading problem with the rates. In both of the rate calculations, the total number of false alarms is utilized. In the case of a simple comparative algorithm, the threshold value is likely to be exceeded at the beginning of an incident and stay above the threshold for some period of time. Because a comparison occurs each minute, the number of false alarms would be greatly magnified, and the rate would not represent the true performance of either algorithm.

Although this same problem would occur in the simple accounting procedure, the accounting procedure was modified to skip forward 30 minutes after each false alarm detection. This moves beyond the timeframe of the typical incident and avoids multiple counting and inflation of the number of false alarms. The information pertaining to the false alarm assessment procedure follows.
Step 1: Calculate False Alarm Parameters

**MatLab File:** False_Alarms_WW_Pct.m

**Input Files:**
- Inventory.txt
- Daily.txt
- Row.txt
- IncidentLog_Sum2_Up.txt
- DETXXX_OCC_STAYYY.txt
- newTimeChunkStaYYY.txt
- WW_PCT_Thresh_StaYYY.txt

**Output Files:**
- WW_PCT_False_Alarm_Counts.txt
- Station_YYY_WW_PCT_False_Alarms.txt
- Station_YYY_WW_PCT_False_Alarm_Times.txt

Where:

- \( W_W \) is 50, 95, or 99 percentile
- \( XXX \) is detector number
- \( YYY \) is station number

**Procedure:**
This step calculates the false alarms generated by the new CLC thresholds and the existing TxDOT algorithm thresholds.

**File Descriptions:**

- **WW_PCT_False_Alarm_Counts.txt:** Shows a summary of each station’s false alarms counts separated by old and new threshold values.

Figure 37 shows a sample from an output file that is created as a result of this procedure. The file details, by station number, the total number of false alarms accumulated by both the new (CLC) and old (existing TxDOT) algorithms. Also included is the total number of days in the dataset. Because the accounting is cumulative across the entire year, dividing the number of false alarms by the number of days provides an average number of false alarms per day, per detector. The false alarm summary procedure was conducted on a subset of the 2002 data consisting of non-incident, non-holiday weekdays.
Figure 37. False Alarm Summary.

Station YYW_PCT_False_Alarms.txt:
Summary of false alarms for a particular station, broken down by day.

Figure 38 shows a sample from an additional output file that is created as a result of this procedure. The file details, by date, the false alarms detected by each of the algorithm procedures. One file of this type is created for each station in the dataset.

<table>
<thead>
<tr>
<th>Day</th>
<th>New</th>
<th>Old</th>
</tr>
</thead>
<tbody>
<tr>
<td>01/06/2003</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>01/09/2003</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>01/20/2003</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>02/13/2003</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>02/17/2003</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>02/20/2003</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>02/21/2003</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 38. Station False Alarms.

Station YYW_PCT_False_Alarm_Times.txt:
Shows the time that each false alarm occurred for a particular station.

Figure 39 shows a sample from the last output file that is created as a result of this procedure. The file contains, by date, the detailed false alarms information for each detection. This file was used as a double check to ensure that multiple false alarms were not being flagged for the same incident on any given day. One file of this type is created for each station in the dataset.
<table>
<thead>
<tr>
<th>TH</th>
<th>Day</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>New</td>
<td>01/06/2003</td>
<td>7:08</td>
</tr>
<tr>
<td>New</td>
<td>01/09/2003</td>
<td>7:09</td>
</tr>
<tr>
<td>New</td>
<td>01/20/2003</td>
<td>21:12</td>
</tr>
<tr>
<td>New</td>
<td>02/13/2003</td>
<td>7:16</td>
</tr>
<tr>
<td>New</td>
<td>02/13/2003</td>
<td>9:52</td>
</tr>
<tr>
<td>New</td>
<td>02/17/2003</td>
<td>7:29</td>
</tr>
<tr>
<td>New</td>
<td>02/20/2003</td>
<td>7:16</td>
</tr>
</tbody>
</table>

**Figure 39. False Alarm Times.**

The information contained in the output files from this data analysis was parsed into Excel for easy tabulation and accounting.
Table 1 shows the results of the false alarm tabulations for US 183 for 2002 data. The values shown in the table are average false alarms per day, obtained by dividing the total number of false alarms by the number of non-incident, non-holiday weekdays.

The comparison of individual detector stations is interesting. There are some locations where the CLC algorithm performed better than the existing TxDOT algorithm, such as Station 97. However, other locations, such as Station 69, performed worse under the CLC algorithm.
Table 1. US183 Average False Alarms Per Detector, Per Day, For 2002 Data.

<table>
<thead>
<tr>
<th>Station Number</th>
<th>CLC</th>
<th>Existing TxDOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.39</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>.20</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>.13</td>
<td>.02</td>
</tr>
<tr>
<td>16</td>
<td>.14</td>
<td>.22</td>
</tr>
<tr>
<td>21</td>
<td>.4</td>
<td>.07</td>
</tr>
<tr>
<td>22</td>
<td>.29</td>
<td>.04</td>
</tr>
<tr>
<td>23</td>
<td>.30</td>
<td>.01</td>
</tr>
<tr>
<td>24</td>
<td>.37</td>
<td>.01</td>
</tr>
<tr>
<td>25</td>
<td>.31</td>
<td>.02</td>
</tr>
<tr>
<td>26</td>
<td>.2</td>
<td>.05</td>
</tr>
<tr>
<td>29</td>
<td>.35</td>
<td>.03</td>
</tr>
<tr>
<td>31</td>
<td>.15</td>
<td>.09</td>
</tr>
<tr>
<td>33</td>
<td>.39</td>
<td>.1</td>
</tr>
<tr>
<td>42</td>
<td>.34</td>
<td>.004</td>
</tr>
<tr>
<td>44</td>
<td>.23</td>
<td>8.05</td>
</tr>
<tr>
<td>46</td>
<td>.32</td>
<td>0</td>
</tr>
<tr>
<td>48</td>
<td>.26</td>
<td>.15</td>
</tr>
<tr>
<td>50</td>
<td>.27</td>
<td>.18</td>
</tr>
<tr>
<td>55</td>
<td>.23</td>
<td>.15</td>
</tr>
<tr>
<td>59</td>
<td>.18</td>
<td>.19</td>
</tr>
<tr>
<td>60</td>
<td>.37</td>
<td>.3</td>
</tr>
<tr>
<td>61</td>
<td>.44</td>
<td>.7</td>
</tr>
<tr>
<td>62</td>
<td>.42</td>
<td>0</td>
</tr>
<tr>
<td>63</td>
<td>.21</td>
<td>.22</td>
</tr>
<tr>
<td>64</td>
<td>.27</td>
<td>.12</td>
</tr>
<tr>
<td>66</td>
<td>.58</td>
<td>1.6</td>
</tr>
<tr>
<td>67</td>
<td>2.58</td>
<td>2.44</td>
</tr>
<tr>
<td>69</td>
<td>1.01</td>
<td>0</td>
</tr>
<tr>
<td>72</td>
<td>.01</td>
<td>.03</td>
</tr>
<tr>
<td>73</td>
<td>.27</td>
<td>.71</td>
</tr>
<tr>
<td>74</td>
<td>.18</td>
<td>.5</td>
</tr>
<tr>
<td>76</td>
<td>.31</td>
<td>0</td>
</tr>
<tr>
<td>81</td>
<td>.65</td>
<td>1.27</td>
</tr>
<tr>
<td>82</td>
<td>.38</td>
<td>0</td>
</tr>
<tr>
<td>84</td>
<td>.21</td>
<td>2.64</td>
</tr>
<tr>
<td>85</td>
<td>.47</td>
<td>.06</td>
</tr>
<tr>
<td>87</td>
<td>.6</td>
<td>2.23</td>
</tr>
<tr>
<td>89</td>
<td>.26</td>
<td>.94</td>
</tr>
<tr>
<td>90</td>
<td>.20</td>
<td>2.41</td>
</tr>
<tr>
<td>91</td>
<td>.28</td>
<td>0.03</td>
</tr>
<tr>
<td>92</td>
<td>.26</td>
<td>.003</td>
</tr>
<tr>
<td>93</td>
<td>.30</td>
<td>0</td>
</tr>
<tr>
<td>95</td>
<td>.26</td>
<td>.46</td>
</tr>
<tr>
<td>97</td>
<td>.39</td>
<td>6.56</td>
</tr>
<tr>
<td>98</td>
<td>.28</td>
<td>1.38</td>
</tr>
<tr>
<td>101</td>
<td>.32</td>
<td>.02</td>
</tr>
</tbody>
</table>
What is perhaps more revealing is the total number of false alarms on average per day delineated by roadway. Table 2 details the average daily false alarms for each roadway in the Austin 2002 dataset. On most roadways, the CLC algorithm resulted in fewer false alarms than the existing TxDOT algorithm.

Table 2. Average Daily False Alarms By Roadway For 2002 Data.

<table>
<thead>
<tr>
<th>Roadway</th>
<th>CLC</th>
<th>Existing TxDOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 183 (46 Stations)</td>
<td>16.97</td>
<td>34.04</td>
</tr>
<tr>
<td>Loop 1 (28 Stations)</td>
<td>43.4</td>
<td>52.69</td>
</tr>
<tr>
<td>IH 35 (2 Stations)</td>
<td>1.1</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Incident Detection

The second assessment of the CLC algorithm’s performance centered around incident detection. Incident detection performance is measured in terms of both the rate, i.e. percentage of incidents detected, and the incident detection time, the lag between the real-time occurrence of the incident and the detection by the algorithm.

Similar to the procedures identified in other chapters of this report, a MatLab program was written to tabulate the incident detection performance. The dataset used for this procedure was the known set of major incidents culled from the operator’s log. The basic procedure is to utilize the occupancy values from a known incident day and run them against the algorithm thresholds to determine if (a) the incident is detected, and (b) when it is detected. This information is then tabulated for each incident and the results analyzed to determine the overall performance. The methodology for tabulating the incident detection performance is as follows:

Step 1: Calculate Incident Detection Parameters

MatLab File: IncidentDetection_2.m

Input Files:
- Inventory.txt
- Daily.txt
- Row.txt
- IncidentLog_Sum2_Up.txt
- DETXXX_OCC_STAYYY.txt
- newTimeChunkStaYYY.txt
- WW_PCT_Thresh_StaYYY.txt
Output Files: Incident_Times.txt

Where:

XXX is detector number
YYY is station number

Procedure: This step looks at each recorded incident in the reduced dataset and determines if and when the thresholds would have logged the incident.

File Descriptions:

Incident_Times.txt
Contains the detections times for each incident recorded in the incident log.

Figure 40 shows a sample of the output from this procedure. Some lines indicate that the incident was detected and show the corresponding detection times for the 99th, 95th, and 50th percentile thresholds. The file also tabulates the detection success and time of the existing TxDOT algorithm.

<table>
<thead>
<tr>
<th>Date</th>
<th>Incident</th>
<th>Station</th>
<th>Reported Time</th>
<th>99% Thresh</th>
<th>95% Thresh</th>
<th>50% Thresh</th>
<th>Old Thresh</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/10/2003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02/26/2003</td>
<td>31</td>
<td></td>
<td>17:06</td>
<td>16:45</td>
<td>15:57</td>
<td>Undetected</td>
<td></td>
</tr>
<tr>
<td>06/10/2003</td>
<td>31</td>
<td></td>
<td>13:23</td>
<td>Undetected</td>
<td>Undetected</td>
<td>Undetected</td>
<td></td>
</tr>
<tr>
<td>05/22/2003</td>
<td>33</td>
<td></td>
<td>16:32</td>
<td>15:56</td>
<td>15:52</td>
<td>15:56</td>
<td></td>
</tr>
<tr>
<td>06/03/2003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02/20/2003</td>
<td>42</td>
<td></td>
<td>10:27</td>
<td>Undetected</td>
<td></td>
<td>10:01</td>
<td>Undetected</td>
</tr>
<tr>
<td>03/06/2003</td>
<td>42</td>
<td></td>
<td>15:01</td>
<td>14:48</td>
<td>14:47</td>
<td>14:48</td>
<td></td>
</tr>
<tr>
<td>04/28/2003</td>
<td>42</td>
<td></td>
<td>10:28</td>
<td>Undetected</td>
<td>Undetected</td>
<td>Undetected</td>
<td></td>
</tr>
<tr>
<td>01/02/2003</td>
<td>50</td>
<td></td>
<td>15:42</td>
<td>Undetected</td>
<td>Undetected</td>
<td>Undetected</td>
<td></td>
</tr>
</tbody>
</table>

Figure 40. Detection Times.

The performance of the algorithms is somewhat difficult to see in the raw output file. For this reason, the information was parsed into Excel, where data manipulation could be performed to more easily quantify the performance.

Table 3 details the incident detection performance for US 183 and the known major incidents. A review of the data shows that the CLC algorithm detected more incidents than the existing TxDOT algorithm.
It is worthwhile to note at this juncture that the data pertaining to detection time is considered suspect at best. In most operations centers, when an incident occurs, the focus is on verification, dispatching aid, and managing upstream traffic. It is typically only after these tasks are accomplished that operators record the information into the incident logs. The time occurrence is therefore highly suspect as there may be a several minute delay between the actual time of the incident and the recorded time in the operator’s log. This tends to give a false impression about the capabilities of either algorithm in terms of how quickly incidents can be detected. While it is reported for completeness, the researchers do not have sufficient faith in the validity of the incident detection time data to draw accurate conclusions.
### Table 3. Incident Detection Performance for US 183, 2002 Data.

<table>
<thead>
<tr>
<th>Incident Date</th>
<th>Incident Time</th>
<th>Station</th>
<th>CLC</th>
<th>Existing TxDOT</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Detection Time</td>
<td>Delay</td>
<td>Detection Time</td>
</tr>
<tr>
<td>1/18/02</td>
<td>16:50</td>
<td>42</td>
<td>16:42</td>
<td>-8</td>
<td>16:44</td>
</tr>
<tr>
<td>1/31/02</td>
<td>7:54</td>
<td>3</td>
<td>7:46</td>
<td>-8</td>
<td>Undetected</td>
</tr>
<tr>
<td>3/25/02</td>
<td>8:11</td>
<td>85</td>
<td>8:17</td>
<td>6</td>
<td>Undetected</td>
</tr>
<tr>
<td>5/7/02</td>
<td>6:08</td>
<td>42</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>5/7/02</td>
<td>7:51</td>
<td>74</td>
<td>8:00</td>
<td>9</td>
<td>7:50</td>
</tr>
<tr>
<td>5/21/02</td>
<td>20:17</td>
<td>59</td>
<td>20:58</td>
<td>41</td>
<td>Undetected</td>
</tr>
<tr>
<td>5/21/02</td>
<td>18:21</td>
<td>67</td>
<td>18:13</td>
<td>-8</td>
<td>18:02</td>
</tr>
<tr>
<td>6/6/02</td>
<td>8:07</td>
<td>42</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>6/7/02</td>
<td>13:58</td>
<td>42</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>7/3/02</td>
<td>18:30</td>
<td>89</td>
<td>18:23</td>
<td>-7</td>
<td>17:58</td>
</tr>
<tr>
<td>7/17/02</td>
<td>7:49</td>
<td>50</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>7/18/02</td>
<td>16:35</td>
<td>13</td>
<td>16:10</td>
<td>-25</td>
<td>16:19</td>
</tr>
<tr>
<td>7/18/02</td>
<td>9:55</td>
<td>31</td>
<td>10:03</td>
<td>8</td>
<td>Undetected</td>
</tr>
<tr>
<td>7/23/02</td>
<td>18:34</td>
<td>50</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>7/24/02</td>
<td>13:14</td>
<td>48</td>
<td>13:10</td>
<td>-4</td>
<td>Undetected</td>
</tr>
<tr>
<td>7/30/02</td>
<td>8:20</td>
<td>13</td>
<td>8:13</td>
<td>-7</td>
<td>8:17</td>
</tr>
<tr>
<td>7/31/02</td>
<td>13:24</td>
<td>69</td>
<td>13:24</td>
<td>0</td>
<td>Undetected</td>
</tr>
<tr>
<td>8/6/02</td>
<td>7:27</td>
<td>16</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>8/8/02</td>
<td>9:07</td>
<td>42</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>8/12/02</td>
<td>11:15</td>
<td>50</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>8/20/02</td>
<td>12:44</td>
<td>60</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>8/29/02</td>
<td>17:34</td>
<td>85</td>
<td>17:04</td>
<td>-30</td>
<td>17:22</td>
</tr>
<tr>
<td>9/11/02</td>
<td>7:50</td>
<td>3</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>9/25/02</td>
<td>17:55</td>
<td>31</td>
<td>17:55</td>
<td>0</td>
<td>Undetected</td>
</tr>
<tr>
<td>10/1/02</td>
<td>15:25</td>
<td>1</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
<tr>
<td>10/22/02</td>
<td>17:25</td>
<td>1</td>
<td>17:26</td>
<td>1</td>
<td>Undetected</td>
</tr>
<tr>
<td>10/24/02</td>
<td>14:43</td>
<td>26</td>
<td>14:48</td>
<td>5</td>
<td>Undetected</td>
</tr>
<tr>
<td>11/1/02</td>
<td>18:28</td>
<td>23</td>
<td>18:23</td>
<td>-5</td>
<td>Undetected</td>
</tr>
<tr>
<td>11/6/02</td>
<td>18:35</td>
<td>3</td>
<td>18:31</td>
<td>-4</td>
<td>Undetected</td>
</tr>
<tr>
<td>12/6/02</td>
<td>8:27</td>
<td>24</td>
<td>8:30</td>
<td>3</td>
<td>8:31</td>
</tr>
<tr>
<td>12/6/02</td>
<td>8:43</td>
<td>31</td>
<td>8:05</td>
<td>-38</td>
<td>8:05</td>
</tr>
<tr>
<td>12/12/02</td>
<td>9:48</td>
<td>50</td>
<td>Undetected</td>
<td></td>
<td>Undetected</td>
</tr>
</tbody>
</table>

Table 4 and Table 5 detail the summary result for Austin roadways using the 2002 dataset. As can be seen from Table 4, the CLC algorithm had a higher incident detection rate than the existing TxDOT algorithm, signifying an increase in performance.
Table 4. Incident Detection Rate for Austin Roadways, 2002 Data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Roadway</th>
<th>CLC</th>
<th>Existing TxDOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLC</td>
<td>US 183</td>
<td>62.5%</td>
<td>28.13%</td>
</tr>
<tr>
<td>CLC</td>
<td>Loop 1</td>
<td>50%</td>
<td>25%</td>
</tr>
<tr>
<td>CLC</td>
<td>IH 35</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table 5. Incident Detection Time for Austin Roadways, 2002 Data.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Roadway</th>
<th>CLC</th>
<th>Existing TxDOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLC</td>
<td>US 183</td>
<td>-3.55</td>
<td>-13.55</td>
</tr>
<tr>
<td>CLC</td>
<td>Loop 1</td>
<td>-10.25</td>
<td>20</td>
</tr>
<tr>
<td>CLC</td>
<td>IH 35</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table 5 shows a mix of results. The negative numbers indicate that the algorithm detected the incident prior to the recorded time in the operator’s log. A value of -3.55 minutes, as is recorded for the CLC performance on US 183 sounds plausible, indicating a 3- to 4-minute delay between responding to an incident and information being recorded in the operator’s log. However, the detection time values in the table show a wide range of performance, from the existing TxDOT algorithm detecting incidents more than 13 minutes prior to any record keeping on one roadway to detecting incidents 20 minutes after the recorded time on another roadway. These trends cannot be explained in the data and as indicated earlier, are questionable results.

CLC Performance Summary

In summary, the results of assessing the CLC algorithm are promising. Using the 2002 dataset from Austin shows a decrease in the number of false alarms and an increase in the detection rate. Future changes in the mechanism for recording incident information may lead to some substantive conclusions regarding incident detection time, but none are possible at this time.

MULTI-YEAR SUSTAINABILITY ASSESSMENT

One of the issues with the existing TxDOT algorithm is the fact that thresholds have to be “refreshed” or updated periodically. This is due to increases or changes in traffic volume. As volumes increase, the occupancy levels used as thresholds must be adjusted as well.
Because the CLC algorithm relies on a difference in occupancy values rather than an absolute value, an important question was raised as to the sustainability of the CLC thresholds. Would they also have to be refreshed on a periodic schedule or would they have a longer ‘shelf life’?

To investigate this question, a series of comparisons were planned to compare the performance of the CLC algorithm across multiple years. Consider that the starting point was the known assessment of 2002 data and thresholds created from this data. Additional performance results could be cataloged for the following comparisons:

- 2002 thresholds with 2003 data,
- 2002 thresholds with 2004 data,
- 2003 thresholds with 2003 data,
- 2003 thresholds with 2004 data,
- 2004 thresholds with 2004 data,
- TxDOT 2002 thresholds with 2003 data, and
- TxDOT 2003 thresholds with 2004 data.

Together, these comparisons would provide a comprehensive assessment of the capability of the CLC thresholds for multi-year sustainability.

Data Requirements

In order to perform the analyses listed above, a significant amount of additional data and processing time were required. The research team obtained 2003 and 2004 data from the Austin district. This data was comprised of the same SCU Detector files files that formed the starting point for 2002 data manipulation as well as the operators’ logs.

The data manipulation steps detailed in Chapter 4 were run on each of the new datasets to create the basic files necessary for performing this comparison. When complete, the data analysis steps detailed in the earlier part of this chapter were also run, resulting in a complete set of performance parameters for all roadways across 2002, 2003, and 2004, for both the CLC algorithm and the existing TxDOT algorithm. The following tables show summary statistics only for these analyses. The detailed information is exactly analogous to the results reported in Table 1 and Table 3.
False Alarm Comparison

Table 6 shows the results of the false alarm comparison for the multi-year sustainability analysis. Cells in which the year of the data corresponds to the year of the thresholds is presented in the lightest shade of grey. An example would be a cell such as Year 2004 data with CLC thresholds from year 2004. The value of this cell is approximately 36.5, signifying that on average; operators could expect 36 to 37 false alarms per day, cumulative, across all the roadways in Austin.

Table 6. False Alarm Comparison for Multi-Year Analysis (Average Daily Alarms Across All Austin Roadways).

<table>
<thead>
<tr>
<th>Year</th>
<th>CLC-2004</th>
<th>CLC-2003</th>
<th>CLC-2002</th>
<th>TxDOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>36.45</td>
<td>142.31</td>
<td>179.95</td>
<td>94.47</td>
</tr>
<tr>
<td>2003</td>
<td>***</td>
<td>29.31</td>
<td>39.68</td>
<td>77.75</td>
</tr>
<tr>
<td>2002</td>
<td>***</td>
<td>***</td>
<td>60.37</td>
<td>86.73</td>
</tr>
</tbody>
</table>

Similarly, the number of daily false alarms for the TxDOT algorithm, when using 2002 thresholds and 2002 data, is expected to be, on average, between 86 and 87.

The values in Table 6 also show the results of not refreshing the thresholds for a time period of one year. This would be the case for the medium-grey cells, such as CLC-2002 thresholds and 2003 data. This value shows 39.68 which again is the anticipated average number of daily false alarms that would be expected when using thresholds that were one year old. This is actually a decrease over the total value of 60.37 reported for CLC-2002 thresholds and 2002 data.

The corresponding value for the existing TxDOT algorithm and 1-year old threshold values was 77.75, showing that the expected average number of daily false alarms with the TxDOT algorithm is nearly double the number forecast by the CLC algorithm.

Finally, Table 6 also shows the result of waiting two years before redoing the thresholds. Using CLC-2002 thresholds and 2004 data, the expected number of average daily false alarms jumps to nearly 180. By comparison, the TxDOT algorithm with the corresponding 2-year old thresholds shows an average daily false alarm expectation of approximately 95.

The results of the false alarm comparison clearly show that the performance of the CLC algorithm is best when the thresholds are created from the current year’s data. While some
degradation in performance is seen with 1-year old thresholds, performance is noticeably poorer with 2-year old thresholds, as evidenced by the rapid rise in average daily false alarms.

**Incident Detection Comparison**

Table 7 summarizes the incident detection rates that can be expected based on the multi-year sustainability analysis. In all cases, the use of current year thresholds with current year data exceeds the performance of the TxDOT algorithm. Generally speaking, Table 7 shows a trend of decreasing incident detection rates as thresholds are aged past one year.

**Table 7. Incident Detection Rate Comparison for Multi-Year Analysis**
(Average Percentage of Detected Incidents Across All Austin Roadways).

<table>
<thead>
<tr>
<th>Year</th>
<th>CLC-2004</th>
<th>CLC-2003</th>
<th>CLC-2002</th>
<th>TxDOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>29.63</td>
<td>41.98</td>
<td>47.06</td>
<td>27.16</td>
</tr>
<tr>
<td>2003</td>
<td>***</td>
<td>52.63</td>
<td>55.56</td>
<td>31.58</td>
</tr>
<tr>
<td>2002</td>
<td>***</td>
<td>***</td>
<td>60</td>
<td>27.50</td>
</tr>
</tbody>
</table>

Table 8 summarizes the information pertaining to detection time. As has been previously discussed, a number of questions related to the record keeping practices associated with incidents make it difficult to draw any substantive conclusions. While the results appear to be within the realm of reason, the underlying questions raise an important concern relative to the validity of the data.

**Table 8. Incident Detection Time Comparison for Multi-Year Analysis**
(Average Incident Detection Time Lag to Operator’s Logs Across All Austin Roadways).

<table>
<thead>
<tr>
<th>Year</th>
<th>CLC-2004</th>
<th>CLC-2003</th>
<th>CLC-2002</th>
<th>TxDOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>-20.79</td>
<td>-19.03</td>
<td>-22.44</td>
<td>-16.18</td>
</tr>
<tr>
<td>2003</td>
<td>***</td>
<td>-22.5</td>
<td>-8.4</td>
<td>-22.33</td>
</tr>
<tr>
<td>2002</td>
<td>***</td>
<td>***</td>
<td>-4.67</td>
<td>-7.45</td>
</tr>
</tbody>
</table>

**OPERATORS’ ASSESSMENT OF AUTOMATIC INCIDENT DETECTION**

While the research for this project focused primarily on improving and cataloging the performance of the incident detection algorithm, an important aspect of the overall assessment was cataloging the operators’ expectations for automatic incident detection algorithms. If these
expectations cannot be met, regardless of the algorithm in use, then a discrepancy exists between perception and reality that must be addressed.

Although not every management center within Texas uses the TxDOT ATMS platform, the survey was broad enough to solicit opinions from across the state. This provided a wider base of responses and also served to clarify expectations for other incident detection mechanisms.

The appendix of this report contains a full copy of the questionnaire that was used for the operator survey. This questionnaire was administered in person and took approximately 15 minutes to complete.

The survey consisted of three sections:

- TMC Background Information (Questions 1 through 7),
- Incident Detection Information (Questions 8-20), and
- General Comments.

The first section served mainly to gather information about center staffing and hours of operation. These issues are not germane to the operators’ expectations of incident detection performance and will not be summarized. Questions 9 through 20, which highlight the incident detection performance expectations across Texas are summarized below. A total of 15 responses from operators in five cities were received.

Figure 41 shows that more than half of the respondents indicated that occupancy is the primary performance parameter on which their incident detection capability is based. This value is probably somewhat misleading, as there were multiple respondents for cities that do not utilize ATMS.
Figure 41. Operator Survey – Detection Algorithm Parameters.

Figure 42 identifies that more than half of the respondents come from systems where the data collection time period is 20-seconds. The basis for both the existing TxDOT algorithm and the CLC are the 20-second loop occupancy values. This indicates that occupancy is the primary performance parameter on which their incident detection capability is based. This value is probably somewhat misleading, as there were multiple respondents for cities that do not utilize ATMS.
Figure 43 reflects the responses from operators regarding the incident detection time period in use for their incident detection implementation. Because all of the Austin operators answered the survey and the center utilizes a 3-minute rolling average, there is a preponderance of answers at that data point.

![Graph showing incident detection time periods](image)

**Figure 43. Operator Survey – Incident Detection Time Period.**

Figure 44 summarizes the results of what operators feel is the most significant factor in incident detection. Of particular interest is that even though the responses indicate either detection time or detection rate, informal conversations suggest that operators have a strong negative reaction to a high number of false alarms and do not appear to carry the same level of concern for the detection parameters.
What do you consider as the most important factor in incident detection?

<table>
<thead>
<tr>
<th>Factor</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Time</td>
<td>74.4%</td>
</tr>
<tr>
<td>Detection Rate</td>
<td>28.6%</td>
</tr>
<tr>
<td>False Alarm Rate</td>
<td>0.0%</td>
</tr>
<tr>
<td>Don't Know</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Figure 44. Operator Survey – Critical Factor in Incident Detection.

Figure 45 shows the responses for the operators’ desire for incident detection speed. It is interesting to note that 60 percent of the respondents would like to see an incident detected in less than 90 seconds. However, referring back to Figure 43, nearly 80 percent of the incident detection platforms in use throughout Texas utilize a detection time period of 2-minutes or longer. In this response, the operators’ expectations are clearly inconsistent with the software capabilities.
Figure 45. Operator Survey – Desired Speed for Incident Detection.

Figure 46 illustrates the responses that operators gave when posed the question about their maximum waiting time to achieve a 100% detection capability. More than 70 percent indicated a willingness to wait less than two minutes. Nearly 50 percent indicated a willingness to wait 1-minute or less. This is again contrasted with Figure 43, which shows that 80 percent of the respondents have a detection time period exceeding two minutes. It is highly unlikely that these detection time expectations can be met with the current software implementations.

Figure 46. Operator Survey – Maximum Wait Time for 100% Detection.
Figure 47 details the acceptable numbers of false alarms that operators are willing to accept, per day, per station. A significant percentage of the respondents indicated a range of two to five false alarms per day, per station. While that value sounds minimal, it can quickly add up.

An ATMS implementation such as Austin, with more than 100 detector stations would therefore receive 200 to 500 false alarms per day. In addition, since Austin stations their detectors by lane, a typical 3-lane cross section would increase the daily false alarms to between 600 and 1,500. This would be a significant operator workload, resulting in one to three false alarms per minute over the operating hours of the facility. In comparison, Figure 48 summarizes the number of simultaneous false alarms that responding operators felt they could effectively handle. The predominant answer of two to five is well within the range of the one to three false alarms per minute from the previous question. However, it is anticipated that the constant display of false alarms would substantially reduce the effectiveness of the operators.
Figure 49 highlights the responses from the last 3 questions in the incident detection portion of the survey. Each respondent was asked to determine the acceptable number of false alarms, per station, per day, that they would accept in order to achieve a specified detection rate of 100, 75, or 50% percent. In Figure 49, the first bar in each series represents the response for 100 percent detection, the second bar for a 75 percent detection, and the third bar for a 50 percent detection.

The predominant answer, at any rate of detection, was two to five false alarms per station, per day. While this corresponds with the responses detailed in Figure 47 and Figure 48, the impact of this level of false alarms in an implementation with a significant number of stations must not be underestimated.
How many false alarms per hour, per station would you accept for a specific rate of detection?

![Bar chart showing the distribution of responses to the question: How many false alarms per hour, per station would you accept for a specific rate of detection? Categories include None, One, Two to Five, Less than Ten, More than 10, Don't Know, and Other. The chart is labeled Figure 49. Operator Survey – False Alarms Per Detection Rate.](chart.png)
CHAPTER 8 – RECOMMENDATIONS FOR IMPROVEMENTS

The following recommendations are made in support of improving not only the incident detection algorithm in use by TxDOT’s ATMS, but also to improve the data manipulation process critical to establishing accurate thresholds. These recommendations are Deliverable P2 of the project.

- **SCU File Naming Convention** – The file naming convention for the SCU hourly data files poses significant limitations for efficient handling of large amounts of data. The filename does not currently contain a date portion of the file, resulting in files being overwritten on a weekly basis. To avoid that situation and preserve the data for future use, operators must manually access and save the data files on a weekly basis, a time consuming step that is prone to errors. The inclusion of a date stamp in the filename that provides for Year, Month, and Day information would remove this impediment.

- **SCU Detector File Format** – The current format of the hourly SCU data files utilizes a time stamp at the beginning of each row followed by a sequential listing of all detector records. This results in files with extremely long record lengths which increases the parsing difficulty and time associated with any data manipulation. A revision of the file format to support a single detector and associated data per row would greatly reduce the data parsing difficulties and reduce the time necessary for data manipulation.

- **SCU Detector File Length** – The timeframe covered by a single SCU detector data file is one hour. This division of data results in a large number of files and requires significant data manipulation to combine multiple hours and says into a single comprehensive data archive. The use of a longer timeframe for recording detector information, such as a time period of 24-hours would greatly reduce the number of data files in use and significantly reduce the time required for data manipulation.

- **SCU Detector Data File Logging Structure** – The current data logging structure utilizes a single file containing all detector data for a given timeframe (one hour). Future improvement should consider the creation of multiple data files, one per detector, reporting to the SCU. As with previous recommendations, this would decrease the time and effort required to create comprehensive detector data archives.
This would be of significant benefit to the research community since most research activities look at data on a per-detector or station basis.

- **SCU Detector Data Cleaning** – The SCU currently utilizes no logic or rules for data cleaning or analysis. However, it is a known fact that loop detectors go off-line, misreport data, suffer from a loss of communication, or experience other situations which result in bad data. After the fact, this bad data is difficult to detect and can negatively influence data analysis procedures. A comprehensive set of rules for logic and consistency checks as well as a marking or replacement mechanism for bad data would improve the overall quality of the data archives and potentially result in additional improvements to those processes that utilize the data, such as incident detection.

- **Database Detector Data** – The current implementation of the SCU data archiving is a flat file repository. This mechanism has significant limitations, most notably for real-time analyses such as performance measurement. A critical improvement path for the ATMS product line is the design and incorporation of a ‘live data’ database. This database could provide a number of the improvement needs noted in the previous recommendations, as well as help to transform ATMS with a new set of real-time capabilities for improving transportation operations. This database structure would also be a significant benefit to the research community and greatly increase the capability of constructing and analyzing large data sets.

- **Implement the CLC Algorithm** – The CLC algorithm, as shown by the performance assessment under this research, can provide incremental but significant improvements to the incident detection capabilities that TxDOT experiences today. Specifically, the CLC algorithm shows a substantial reduction in false alarms, while providing an incremental improvement in incident detection rate.

- **Utilize the CLC Threshold Procedure** – The key to a successful implementation of the CLC algorithm is establishing effective thresholds. The procedure created in this research and documented in this report provides for a consistent and scientific process for establishing time periods and thresholds for the CLC algorithm. In addition, the specification of a logic flow for an automated tool provides TxDOT with the ability to incorporate this capability into future versions of ATMS.
CHAPTER 9 – CONCLUSIONS

INTRODUCTION

The trade-off faced by any incident detection algorithm is to maximize the efficient and timely detection of incidents while minimizing the number of false alarms. While this exchange is difficult even with detailed data-driven algorithms, it is challenging with simple comparative algorithms. A key component of maximizing the effectiveness of any algorithm is having an effective parameter-setting procedure in place.

CROSS-LANE COMPARISON ALGORITHM

Through the research on this project and summarized in this report, effective improvements can be made to the existing TxDOT algorithm. While these improvements would require slight modifications to the design and software code of the TxDOT ATMS, the potential improvements in incident detection capabilities should be sufficient to prove worthwhile.

ASSESSMENT OF CAPABILITIES

A comprehensive assessment of the capabilities of the Cross-Lane Comparison algorithm was performed in this research. The results show substantial promise for decreasing false alarms and improving the detection rate over the performance characteristics of the existing algorithm. The caveat to this increase is that the thresholds must be refreshed on a yearly basis. While this is a time-consuming, data-intensive process, the results of this research convey a standardized, scientific process for creating thresholds. Portions of the process can be automated in desktop computer software, simplifying at least one component of the threshold selection process.

PROJECT DELIVERABLES

The four project deliverables within this research project show significant promise for providing incremental improvements to the ATMS incident detection capabilities and performance. By supplying a threshold creation process, ATMS implementations across the state now have a standardized method of creating thresholds. In addition, the assessment of capabilities should form the basis for a real-world understanding of not only the capabilities of
the algorithm, but also the expectations of system operators. Finally, recommendations pertaining to data structure and file manipulation, as well as the detailed logic flow for an automation tool, should provide TxDOT with a roadmap for future improvements to the ATMS product line.
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APPENDIX

AUTOMATIC INCIDENT DETECTION SURVEY
Questionnaire on Desired Performance for Automatic Incident Detection

Project 0-4770 – Evaluation and Optimization of Automatic Incident Detection Algorithm Used in TxDOT Traffic Management Systems

Agency:

Contact:

Address:

Phone: Fax: E-Mail:

This survey is being conducted by the Texas Transportation Institute in support of a research project with the Texas Department of Transportation. The Principle Investigator of the research project is Robert Brydia, who can be reached at (979) 845-8140 or via email at r-brydia@tamu.edu.

The purpose of this task is to determine the desired performance level for automatic incident detection algorithms. This information will be useful to the project even if your TMC does not use the TxDOT ATMS software.

Participation is this survey is entirely voluntary.

This survey will take approximately 10-15 minutes to complete.

Definitions:

Incident – A non-recurring event on the roadway that has a negative effect on traffic flow, capacity, or normal operating conditions.

Incident Detection – A method of detecting incidents automatically, using software and data analysis.

Detection Time – The elapsed time from when an incident occurred on the roadway to when it is detected by the incident detection algorithm.

Detection Rate – The number of incidents that have been detected as a percentage of the total number of capacity-reducing incidents that occur on the system.

False Alarm Rate – How many times an algorithm incorrectly identifies an incident and issues an alarm when, in fact, no incident is present.

Contact Record

Full Interview:

Date: TTI Representative:

Time Started: Time ended:
**TMC Background Information**

1. Does your TMC / software **HAVE** the capabilities for Automatic Incident Detection?
   - Yes
   - No
   - Don’t know

2. Does your TMC / software **USE** the capabilities for Automatic Incident Detection?
   - Yes
   - No
   - Don’t know

3. How many stations are on your system?
   - ____________________ Don’t know

4. How many miles of roadway do you monitor?
   - ____________________ Don’t know

5. How many operators are typically on duty during NON-PEAK conditions?
   - ____________________ Don’t know

6. How many operators are typically on duty during PEAK conditions?
   - ____________________ Don’t know

7. What are the hours of operation for your center?
   - Weekday ____________________ Don’t know
   - Weekend ____________________ Don’t know
**Automatic Incident Detection (AID)**

8. If you do not use AID, please explain why you do not?

<table>
<thead>
<tr>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not needed</td>
</tr>
<tr>
<td>Too complicated to set up</td>
</tr>
<tr>
<td>Too inaccurate</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
<tr>
<td>Other (please provide explanation below)</td>
</tr>
</tbody>
</table>

9. What parameter does your incident detection algorithm use?

<table>
<thead>
<tr>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
</tr>
<tr>
<td>Volume</td>
</tr>
<tr>
<td>Occupancy</td>
</tr>
<tr>
<td>A combination of the above</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
<tr>
<td>Other (please provide explanation below)</td>
</tr>
</tbody>
</table>
10. What is the time period that you use to collect data from the roadway?

<table>
<thead>
<tr>
<th>Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>Every 15 seconds</td>
</tr>
<tr>
<td>Every 20 seconds</td>
</tr>
<tr>
<td>Every 30 seconds</td>
</tr>
<tr>
<td>Every minute</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
<tr>
<td>Other (please provide explanation below)</td>
</tr>
</tbody>
</table>

11. What is the time period that your software uses in looking for incidents?

<table>
<thead>
<tr>
<th>Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>Every minute</td>
</tr>
<tr>
<td>2 minute rolling average</td>
</tr>
<tr>
<td>3 minute rolling average</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
<tr>
<td>Other (please provide explanation below)</td>
</tr>
</tbody>
</table>

12. Automatic Incident Detection algorithms are generally evaluated by looking at:
- Detection Time,
- Detection Rate, and
- False Alarm Rate.

Which do you consider to be most important?

<table>
<thead>
<tr>
<th>Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Time</td>
</tr>
<tr>
<td>Detection Rate</td>
</tr>
<tr>
<td>False Alarm Rate</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
</tbody>
</table>
13. Do you understand the trade-off between these three parameters?

The graphic below illustrates this trade-off. Typically, algorithms that are set to detect a large percentage of incidents also create a large number of false alarms. In a similar manner, if the algorithm is set to minimize false alarms, a number of incidents are typically missed.

You can increase accuracy and decrease false alarms by taking longer to detect an incident, but that tends to have negative impacts on the traffic flow.

![Graph showing trade-off between detection rate, false alarm rate, and detection time]

I understand these trade-offs
I do not understand these trade-offs
Don’t know

14. How fast would you like to see an incident detected on the roadway?

<table>
<thead>
<tr>
<th>30 seconds</th>
<th>60 seconds</th>
<th>90 seconds</th>
<th>120 seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between 2 – 3 minutes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 5 minutes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Don’t know</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other (specify)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
15. If it meant that you could detect EVERY incident, what is the MAXIMUM amount of time you would be willing to wait for the algorithm to detect an incident?

<table>
<thead>
<tr>
<th>Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 1 minute</td>
</tr>
<tr>
<td>One minute</td>
</tr>
<tr>
<td>Two minutes</td>
</tr>
<tr>
<td>Three minutes</td>
</tr>
<tr>
<td>Three to five minutes</td>
</tr>
<tr>
<td>More than 5 minutes</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
<tr>
<td>Other (specify)</td>
</tr>
</tbody>
</table>

16. How many false alarms *per hour, per station* are you willing to put up with?

<table>
<thead>
<tr>
<th>Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
</tr>
<tr>
<td>One</td>
</tr>
<tr>
<td>Two to Five</td>
</tr>
<tr>
<td>Less than Ten</td>
</tr>
<tr>
<td>More than Ten</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
<tr>
<td>Other (specify)</td>
</tr>
</tbody>
</table>

17. How many false alarms can you deal with simultaneously? (each one at a different station)

<table>
<thead>
<tr>
<th>Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
</tr>
<tr>
<td>One</td>
</tr>
<tr>
<td>Two to Five</td>
</tr>
<tr>
<td>Less than Ten</td>
</tr>
<tr>
<td>More than Ten</td>
</tr>
<tr>
<td>Don’t know</td>
</tr>
<tr>
<td>Other (specify)</td>
</tr>
</tbody>
</table>
18. If it meant that you could detect 100% of the incidents on the roadway, what is the maximum number of false alarms per hour, per station, that you would be willing to deal with?

None
One
Two to Five
Less than Ten
More than Ten
Don’t know
Other (specify) _____________________________________________

19. If it meant that you could detect 75% of the incidents on the roadway, what is the maximum number of false alarms per hour, per station, that you would be willing to deal with?

None
One
Two to Five
Less than Ten
More than Ten
Don’t know
Other (specify) _____________________________________________

20. If it meant that you could detect 50% of the incidents on the roadway, what is the maximum number of false alarms per hour, per station, that you would be willing to deal with?

None
One
Two to Five
Less than Ten
More than Ten
Don’t know
Other (specify) _____________________________________________
**General Comments:**

Please feel free to provide any other comments you may have concerning this survey or the use of automatic incident detection.