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An optimization framework for online flow propagation adjustment in a freeway context was proposed. Instead of performing local adjustment for individual links separately, the proposed framework considers the interconnectivity of links in a traffic network. In particular, dynamic behavior in the mesoscopic simulation is approximated by the finite-difference method at a macroscopic level. The proposed model seeks to minimize the deviation between simulated density and anticipated density. By taking advantage of the serial structure of a freeway, an efficient dynamic programming algorithm has been developed and tested. The experiment results compared with analytic results as the base case showed the superior performance of dynamic programming methods over the classical proportion control method. The effect of varying update intervals was also examined. The simulation results suggest that a greedy method considering the impact of inconsistency propagation achieves the best trade-off in terms of computation effort and solution quality.

Real-time dynamic traffic assignment (RT-DTA) systems are designed to evaluate alternative traffic control actions and provide information supply strategies by utilizing real-time traffic surveillance data. The internal traffic network representation (for example, a traffic simulation model) embedded in RT-DTA systems serves as a basis for evaluating the effectiveness of different management decisions. To ensure the reliability of such an evaluation, the RT-DTA system requires an important external supporting module to ensure the consistency between actual observations and the estimated state of a traffic network.

In the RT-DTA system (DYNASMART-X) presented by Mahmassani (1, pp. 104–135), a consistency-checking function was introduced to reduce the deviations between the selected state measures on each link. Doan et al. (2) proposed a more general framework for online monitoring systems in a traffic network. The following are potential sources of error in online traffic management applications: demand estimation, path estimation, traffic propagation, internal traffic model structure, and online observation. Accordingly, the online adjustment system can be divided into two major components, namely, a demand and path adjustment component and a traffic propagation adjustment component, which may be viewed as long-term and short-term update procedures, respectively. Doan et al. (2) also applied the proportion-integral-derivative (PID) control method, a classical rule-based technique in the process control field, in their proposed online monitoring system. The PID adjustment method seeks to restore local consistency of each link quickly but does not directly take advantage of information on interconnected links. However, in some implementations, it may be possible to indirectly reflect global coordination through the determination of nominal values that serve as a basis for local control. In fact, through transfer of flow across links, the control action applied to a given link could significantly affect consistency errors, and hence the required adjustment, on downstream links. Therefore, local adjustment without consideration of upstream and downstream interconnection may not be effective globally. Similarly, an error on a link (e.g., inconsistency between actual and estimated link density) might propagate to other links and increase in magnitude after certain time intervals. The systematic control of error propagation requires development and application of reliable online traffic propagation adjustment procedures.

This study is concerned with the development of an online traffic propagation adjustment approach designed to update the flow representation of a mesoscopic (MESO) simulator in a freeway corridor context. The approach consists of a global optimization framework and a corresponding efficient solution algorithm. After the background on traffic flow models involved in the online flow adjustment module, the optimization framework and related modeling issues are discussed. Next a dynamic programming approach for solving the online flow propagation adjustment problem in a corridor context is described. Finally, the performance of proposed methods is evaluated on the basis of a test case.

BACKGROUND

Here the traffic flow models, as well as the corresponding numerical computation schemes, that are involved in the model presented in the next section are introduced. Depending on the level of representation detail, traffic flow models have been categorized as macroscopic, mesoscopic, or microscopic. The most notable macroscopic model is the first-order model developed by Lighthill and Whitham (3) and Richards (4). In the first-order model, traffic flow can be described by three basic equations: the fundamental equation, the conservation equation, and the speed-concentration equation. The conservation equation can be derived from an analogy between traffic flow and a one-dimensional compressible fluid:

\[ q = kv \]  
\[ \frac{\partial q}{\partial t} + \frac{\partial k}{\partial x} = g(x, t) \]

where \( q, k, \) and \( v \) are flow, density, and speed, respectively, and \( g(.) \) is the net vehicle generation rate.
A commonly used form for the speed-concentration relation specified in the first-order model is that of Greenshields:

\[ V = V_f \left(1 - \frac{K}{K_c}\right) \]  

(3)

where

- \( V_f \) = free-flow speed,
- \( K_c \) = so-called jam concentration, and
- \( \alpha \) = coefficient with a typical value of 1.

Instead of using a static speed-density relation in the first-order model, Payne (5) proposed a higher-order continuum model, intended to capture the mean speed dynamics in traffic flow. It should be noted that the performance of second- and higher-order models compared with that of first-order models remains a subject of debate in the traffic science community.

The foregoing models describe traffic flow as a one-dimensional compressible fluid with partial differential equations (PDEs). Because it is difficult to obtain analytic solutions for these PDEs, many researchers have presented various finite-difference approximations to solve these equations numerically. The general procedure of the finite-difference methods includes two steps. First, time is discretized into small equal intervals and the highway facility is discretized into sections. After an initialization of traffic demand for a given simulation horizon, variables are updated according to a given speed-density relation. In addition, the macroscopic model needs to consider capacity constraints between two consecutive sections. A recent numerical study for different finite-difference schemes has been described by Zhang and Wu (6).

As part of a dynamic analysis framework to investigate the effect of commuter decisions, Chang et al. (7) developed a Meso model, adapted from an approach used in plasma physics, that represents traffic flow as discrete vehicle groups, or macroparticles. This model updates the movement of vehicles on the basis of prevailing local speeds determined according to a relation between average speed and concentration prevailing in a discrete segment. In contrast, microscopic models offer a more complicated representation by considering stimuli and responses among individual particles. Among the better-known microscopic models is the car-following model proposed by Gazis et al. (8).

From a numerical computation standpoint, Meso models can be treated as mixed or hybrid models that combine elements of macroscopic and microscopic models. In other words, individual vehicle positions in the Meso model are updated according to macroscopic flow measurements. Usually, a modified Greenshields equation is specified to ensure that vehicles under the jam concentration still can move forward. Moreover, the supply constraints in Meso models are considered in the following two ways. First, a capacity constraint ensures that the computed flow rate is less than a given maximal flow rate. Second, a physical available space constraint keeps the resulting density below the physically maximal density.

In general, a suitable traffic flow model in the simulator of an RT-DTA system should achieve a balance between data requirements and model accuracy. With a similar data collection effort to that of the first-order macroscopic model, the Meso model offers the added capability of keeping track of vehicle-related information, such as departure time and path. Although microscopic models allow more detailed representations of various driver behaviors, they require an onerous calibration effort. Since the Meso model meets the dual requirement of simple calibration and adequate representation, it has been integrated into major simulation-assignment-based DTA systems, such as the DYNASMART system proposed by Jayakrishnan et al. (9), as well as into later systems, such as DynaMIT (10).

### ONLINE ADJUSTMENT FRAMEWORK FOR FREEWAY SECTIONS

In an RT-DTA system, the flow propagation adjustment module needs to continuously update the internal traffic flow representation to approximate real-world observations. Essentially, the internal traffic simulator can be viewed as a dynamic system consisting of a set of interacting units. From an optimal control standpoint, the online traffic propagation problem is to choose the control variable vector over a traffic network such that the state of internal flow representation is transformed from a given system state to a desired system state at some time \( T \). Consequently, the principal elements for establishing an online flow propagation optimal adjustment model are as follows: (a) the state variables and control variables of internal flow representation, (b) the transfer function describing the flow dynamic behavior on interconnected links, and (c) the performance index or criterion used to specify the desired state.

### System Characterization

The system under study consists of several consecutive freeway links in a corridor. To capture traffic flow dynamics, the physical links are subdivided into smaller sections or segments. For simplicity, on-ramp and off-ramp volumes are not considered in the following illustration, with no loss of generality. The following assumptions are made: (a) the necessary surveillance data in terms of speed, density, and flow on each section are available at each observation time point, and there are no online observation errors coming into the online flow adjustment modules; (b) the origin–destination demand and paths are assumed to be known and fixed during each online flow adjustment interval; and (c) the simulation time interval in the built-in simulator and the observation time interval are equal. Typically, the observation time interval might be equal to or greater than the simulation interval. For instance, the simulation interval used in DYNASMART is 6 s, and observation time intervals may vary from several seconds to several minutes depending on the specific monitoring devices. The reason for making the third assumption is to simplify the system design by applying a synchronous horizon for the different modules.

To introduce the notation and variables used in the formulation, the sections are numbered from 1 to \( J \), and the simulation time step is denoted as \( i, t = 1, \ldots, T \). The simulated vehicles travel from Section 1 to Section \( J \); \( \Delta t \) is the length of the simulation interval, and \( \Delta x \) is the section length; \( K_n, V_n \) are the prevailing density and mean speed in Section \( j \) during the \( n \)th time step, and \( Q_n \) is the transfer flow rate from Section \( j \) to Section \( j + 1 \) during the \( n \)th time interval \( [i, t + \Delta t] \).

For Section \( j \) in a traffic simulator, the internal state vector is \((K, Q, V)\). There are two important flow rates, the inflow \( Q_{in} \), \( t \) from the upstream section and the outflow \( Q_{out} \) to the downstream section. The speed of vehicles moving on a section \( V \), is the control variable available to manipulate the system state. As suggested in by Doan et al. (2), the performance index of each section is measured in terms of the density \( K_n \). Moreover, perturbations to the simulation system are due to unobserved characteristics and randomness in actual traffic flow.
Constraints

The following constraints in the optimization model are intended to describe the dynamic behavior of the simulation state of the Meso model. It is noted that the Meso model can be considered as a finite-difference form of the fundamental equation (Equation 1) and the conservation equation (Equation 2). Thus, it is reasonable to apply finite-difference equations directly to represent the internal flow updating procedure in the Meso simulator. It should be noted that the constraints below do not incorporate the speed-concentration equation (Equation 3), since the speed value in the current model is determined by the optimization solution rather than by the equilibrium condition. Although there are other approaches to describe the dynamics of a Meso simulator, such as the time series technique, the finite-difference form seems to provide the most straightforward representation.

First, Equations 4 and 5 describe the corresponding finite-difference form for PDEs (Equations 1 and 2). In addition, Expression 6 is used to model the supply constraint in the Meso model, as mentioned earlier.

\[ M_{jr} = K_{jr} V_{jr} \]  
(4)

where \( M_{jr} \) is the vehicle flow ready to move from Section \( j \) to Section \( j + 1 \) during the \( r \)th simulation time interval.

\[ K_{jr+1} = K_{jr} + (Q_{jr} - Q_{jr+1}) \Delta t / \Delta x \]  
(5)

\[ Q_{jr} = \min \{ M_{jr}, C_{jr+1}, S_{jr+1} \} \]  
(6)

where \( C_{jr+1} \) is the inflow capacity, and \( S_{jr+1} \) is the maximal inflow rate allowed by the available space on the downstream Section \( j + 1 \) during the \( r \)th time interval.

Since the Meso model keeps track of all vehicle positions, available inflow space in Expression 6 can be calculated as the distance from the position of the last vehicle to the end of the section. Furthermore, \( S_{jr+1} \) can be obtained as the maximal inflow value producing maximum density in the available space. By introducing a constraint on the available physical space, this formulation ensures that the first-in-first-out property is adhered to in the vehicle propagation, which is a critical requirement in the modeling of DTA systems. If intersection control elements are included in the simulator, the finite-difference form of the link outflow constraint can be established in a similar manner.

Equations 3 through 6 depict the dynamic model of simulated flow on each section. In addition, to make sure that the control variable \( V_{jr} \) is bounded by the admissible control region, Equation 7 must be considered:

\[ V_{jr} \geq 0 \quad V_{jr} \leq V_{f} \]  
(7)

It should be noted that the physical bounds for density and flow rate are implicitly satisfied by Expression 6.

Objective Function

In the previous section, the important variables were identified and the required constraints (i.e., the transfer function) were defined for the optimal adjustment model. Next the selection of an appropriate performance index, that is, the objective function in the mathematical model, is discussed. The optimization problem seeks to minimize the difference between the real-world traffic states and the internal state representation in the simulator over a given time horizon. Using density as the state variable, the objective function can be expressed as the deviation of actual traffic density and simulated density at some given time points in the future. However, the system at the current adjustment step (time step \( t \)) does not have the actual traffic density measure for the next time step \( t + 1 \), so a natural way is to use an anticipated value given the current real-world observation at time \( t \). To simplify the problem, only a one-step prediction is used as the desired state; that is, the decision horizon is equal to the observation time interval. Under the above-mentioned assumption that the simulation and observation time intervals are equal, the performance index can be specified as follows:

\[ P = \sum_{r} |w_{r} (K_{jr+1} - K_{jr+1}^{*})| \]  
(8)

where \( w_{r} \) is the weighting factor of Section \( j \), and \( K_{jr+1}^{*} \) is the anticipated density on Section \( j \) at time step \( t + 1 \).

The introduction of the weight \( w_{r} \) in the objective function allows the decision maker to assign different importance levels to different sections during the adjustment. In recognition of the fact that inconsistencies may propagate and amplify as traffic flows downstream from a given section, it is desirable to reduce the inconsistency as close as possible to the source. In a freeway, which has a clear sequential structure, the weight of an upstream section could be set to a larger value than the corresponding weight on downstream sections. A simple heuristic rule to generate these weights so as to favor upstream sections is

\[ w_{r} = J + 1 - j \]  
(9)

In Equation 8, the anticipated density \( K_{jr+1}^{*} \) can be calculated by a macroscopic traffic flow model, which will involve the numerical approximation of PDEs with finite-difference functions. In this paper, only the simple center difference scheme is applied.

DYNAMIC PROGRAMMING SOLUTION ALGORITHM

Because the optimization problem under study has a special sequential structure, with serial sections along a corridor, it offers a natural application for dynamic programming in a real-time computation setting. The forward-reverse optimization function in the dynamic programming algorithm is expressed as follows:

\[ f^{*}(Q_{jr}, V_{jr}) = \min_{V_{jr}} \left[ f_{Q_{jr}}^{*}(Q_{jr+1}, V_{jr+1}) + P(Q_{jr+1}, V_{jr+1}) \right] \]  
(10)

where \( f^{*}(Q_{jr}, V_{jr}) \) is the minimum cost obtainable from Section 1 to Section \( j \), given outflow \( Q_{jr} \) and adjustment speed \( V_{jr} \) for Section \( j \) at time step \( t \), and \( P(Q_{jr+1}, V_{jr+1}) \) is the performance index specified in Expression 8 in terms of flow rate and speed. The boundary condition is \( f^{*}(Q_{0}, V_{0}) = 0 \), for all feasible \( V_{0} \) satisfying inequality 7, where \( Q_{0} \) is the (assumed) known inflow rate on Section 1.

The optimal solution is the adjustment speed vector over a series of sections, given the inflow rates on the first section. Since the inflow rates \( Q_{jr} \) are continuous variables, they are discretized into different discrete levels corresponding to a finite set of states in dynamic programming.
The dynamic programming algorithm can be expressed in a stage-wise manner. The steps of the proposed algorithm are as follows:

Step 1. Initialize all the cost vectors:
Set \( f^{*0}(Q_{0,v}, V_{j,0}) = 0 \) for \( j = 1 \), and set \( f^{*0}(Q_{0,v}, V_{j,0}) = \infty \) from Section 2 to Section J at current time step \( t \), where \( Q_{0,v} \) is the inflow level, which ranges between 1 and the maximal flow rate \( Q_{\text{max}} \).
Read the given initial traffic demand on Section 1.

Step 2. For each Section \( j = 1 \) to J, do the following:
Generate the predicted density of Section \( j \) from the real-world observation at time step \( t \).
For each arrival level \( v = 1, \ldots, V_{\text{max}} \) do the following:
For each speed level \( v = 1, \ldots, V_{j} \) do the following:
Update the departure flow rate and density measure using Equations 4 and 5.
Compute the available space flow rate \( S_{j,v} \) with given \( v \).
Check the supply constraint (Expression 6) on Section \( j \); if the constraint is not satisfied, update the current cost function \( F_{j}^{*}(Q_{v}, V_{j}) = \infty \).
Apply the simulated density and the predicted density values into Expression 8, and use the recursive function (Equation 10) to update the best minimal function value \( f_{j}(Q_{v}, V_{j}) \) for a given inflow rate on Section \( j \).
\[ f_{j}^{*} = \min_{v,j,v} \left[ f^{*}(j - 1) + P(Q_{v,j}, V_{j}) \right] \] (11)
where \( f^{*}(j) \) is the minimum cost obtainable for Section 1 to Section \( j \), with a corresponding sequence of outflow \( Q_{j,v}^{*} \), and adjustment speed \( V_{j,v}^{*} \) for Section 1 to \( j \) at time step \( t \).

The corresponding algorithm can be modified as indicated below. There are now only two loops for each section and for each speed level, so the complexity of the heuristic algorithm reduces to \( O(V_{j}) \). This approach can be viewed as a greedy algorithm because it only processes the best result from the last section. The modification steps are as follows:

Step 1. Initialize all the cost vectors:
Set \( f^{*0}(Q_{0,v}, V_{j,0}) = \infty \) from Section 1 to Section J at current time step \( t \), where \( Q_{v,j} \) is the inflow level between 1 and \( Q_{\text{max}} \).
Read the given initial traffic demand on Section 1.

Step 2. For each Section \( j = 1 \) to J, do the following:
Generate the predicted density of Section \( j \) from the real-world observation at time step \( t \).
Read the inflow rate \( Q_{j,v} = 1, \ldots, V_{j} \) with respect to the \( f(j - 1) \) obtained from last Section 1 and do the following:
For each speed level \( v = 1, \ldots, V_{j} \) do the following:
Update the departure flow rate and density measure using Equations 4 and 5.
Compute the available space flow rate \( S_{j,v} \) with given \( v \).
Check the supply constraint (Equation 6) on Section \( j \); if the constraint is not satisfied, update the current cost function with speed \( v \) as infinite. Apply the simulated density and the predicted density values into Expression 8 and use the recursive function (Equation 11) to update the minimal cost function value \( f^{*}(j) \) for all possible \( V_{j} \) on Section \( j \).

Step 3. Select \( f^{*}(J) \) as the final solution. Then obtain the sequence of adjustment speeds by backtracking the cost function value from the last Section J.

NUMERICAL EXPERIMENTS

Numerical experiments are designed to evaluate the foregoing online flow propagation adjustment approach by comparing the results with those of an analytical base case. The analytical base case is used in preference to a simulated base case because it was desired to test the influence of the finite-difference equations used in the optimization model. If simulation results are used as a base case, the true performance of the finite-difference approximation will be difficult to identify. In the current study, a shock wave situation is tested on a 2.5-mi, three-lane pipeline freeway with five sections (\( \Delta x = 0.5 \) mi). The traffic demand at the first upstream section is uniformly distributed with 1,462.5 vehicles per hour per lane. With a free-flow speed of 60 mph and jam density of 160 vehicles/mi, the initial density is 30 vehicles/mi. In the last downstream section, the capacity is reduced to a certain level (emulating an incident situation), creating a bottleneck with a density of 90 vehicles/lane-mi, which remains over the whole study horizon. The simulation time interval and observation time interval are set to 6 s. The propagation speed of the shock wave is determined as follows (11):

\[ W = \left( \frac{Q_{d} - Q_{u}}{K_{d} - K_{u}} \right) \] (12)

where \( W \) is the shock wave speed in miles per hour, and the subscripts \( u \) and \( d \) indicate the upstream and downstream regions of the shock wave.

The following discussion focuses on the performance of different online adjustment approaches. Consistency in an online context can
be measured by the deviation between real-world observations and simulation results. The analytical results in the above incident case are treated as real-world observations. The average deviation and maximal deviation in terms of density are used as two measurements to compare the performance of difference adjustment methods and related settings. In addition to the above measures, density oscillation is also examined in evaluating the relative performance of the different methods.

**Effectiveness of Proposed Algorithm**

The adjustment method is designed to update the internal traffic density to be as close as possible to the actual traffic flow pattern. The result for the proportional control is plotted in Figure 1, where the thick lines depict the analytical (real-world) results. It is noted that the proportion gain of 1 is not large enough to enable the simulated density to follow the real-world density. After testing of different proportion constants, the calibration results in Table 1 generate the best proportion gain as 5.5. Table 1 also shows that the respective performance of different parameter settings for propagation gains is significantly different. In order to show the overall performance for the entire system, the density changes for all five sections are plotted. As shown in Figure 2, the density of analytical results (real-world observations) on Section 5 starts with 30 vehicles/lane-mi up to 2 min, then jumps sharply to 90 vehicles/lane-mi at Minute 4, and remains at that level thereafter. Similarly, on Section 4, the real-world density begins the change from 30 to 90 at Minute 4 and stays at 90 vehicles/lane-mi after 6 min. Figure 3a shows that the best parameter value of 5.5 still fails to dampen the oscillations for the system. Since the first section is the only element that needs to be adjusted during the first 2 min, the proportional control rule can help the simulation track the change of actual flow quite well. After the first 2 min, the shock wave propagates to the downstream Section 4, so Sections 4 and 5 need to be adjusted at the same time. It is noted that the simulated density on Section 5 drops sharply from its desired value. The main reason is that the adjustment on Section 5 did not consider the decrease of inflow from Section 4, which is due to the reduced control speed on Section 4. Moreover, the continuing oscillation in the remaining period clearly shows that an adjustment method that is only based on local conditions may become problematic in a simultaneous control context.

Figure 3b shows the evolution of internal density on all five sections using the dynamic programming approach. It is clear that the internal flow representation on each section has been successfully adjusted to follow the real-world flow. Furthermore, the dynamic programming method significantly reduces the amplitude of the oscillation. Specifically, the average density deviation is decreased from 4,900 (proportion gain \(p = 5.5\)) to 1,856, or by 62.2%, and the maximal density deviation is reduced from 22 to 11.

**Impact of Different Update Intervals**

In the current study, the update interval refers to the simulation time interval and the observation time interval, both of which have the same length. The update interval plays an important role in determining the computation cost and simulation accuracy. The smaller the update interval, the greater the effort needed to update the internal simulation values. Table 2 shows the average deviation and maximal deviation obtained using different update intervals. The upper bound of feasible update intervals is 30 s because of the numerical computation stability condition that \(\lambda = \Delta x / (V_I \Delta t) \geq 1.\) The results suggest that the average deviation and maximal deviation for large

![Figure 1](image1.png)  
**FIGURE 1** Evolution of internal simulated density using proportion control on Section 5.

| TABLE 1 Simulation Results for Different Proportion Gains |
|-------------|---|---|---|---|---|---|---|---|
| Proportion gain | 1  | 2  | 3  | 4  | 4.5 | 5  | 5.5 | 6  | 7  |
| Maximal deviation | 42 | 26 | 32 | 26 | 24 | 22 | 22 | 34 | 40 |
update intervals tend to be very high. The inconsistency between the actual flow and the internal simulator flow are due to two approximation mechanisms in the dynamic programming formulation, namely, the finite-difference approximation of the dynamics of the Meso model and the use of macroscopic model prediction for the "actual" traffic flow states in the next time step.

To isolate the impact of prediction errors in the proposed approach, a hypothetical case is generated that uses the analytic results as anticipated values. In other words, the approximation errors due to the predictor in the objective function do not need to be considered here, and only the finite-difference approximation to the Meso model accounts for the remaining deviation. The experiment demonstrates that the decrease in average deviation is very small for an update interval of 6 s. One possible reason is that even a simple macroscopic model can do a good job for such a short interval. For the longer intervals, the average deviations were reduced by about 50%, suggesting that the benefit of using a good predictor could be considerable. In order to improve the performance of the current model, it may be necessary to incorporate more advanced finite-difference schemes.

**Impact of Different Solution Algorithms**

Table 3 shows the performance of three proposed solution algorithms under different update intervals. In particular, the base case applies the dynamic programming algorithm with the same weight in the objective function. The second algorithm, using Expression 9 in the objective function, generally attains better performance relative to that of the base case. Furthermore, as an extreme version of different weights for each section, the greedy algorithm demonstrates quite satisfactory ability to reduce the inconsistency between observed situations and simulated data. The overall result shows that the performance of the online adjustment model is highly sensitive to the form of the objective function. Moreover, these experiments also highlight the importance of controlling error propagation in a traffic network. Taking the computation cost into account, the greedy method is recommended for the online flow propagation adjustment module.

**CONCLUSIONS**

An optimization framework for online flow propagation adjustment in a freeway context is presented. Instead of performing local adjustment for individual links separately, the proposed framework considers the interconnectivity of links in a traffic network. In particular, the dynamic behavior in the Meso simulation is approximated by the finite-difference method at a macroscopic level. The proposed model seeks to minimize the deviation between simulated density and anticipated density. The latter measure is predicted by a macroscopic traffic flow model based on real-world observations. By taking advantage of the serial structure of a freeway, an efficient dynamic programming algorithm has been developed and tested. The experiment results compared with analytic results as the base case show the superior performance of dynamic programming methods over the classical proportion control method. The effect of varying update intervals is also examined. The simulation results suggest that a greedy method considering the impact of inconsistency propagation achieves the best trade-off in terms of computation effort and solution quality.

To further extend the capabilities of the above models in real-time traffic management systems, investigation of the following aspects is the subject of ongoing and future work. First, numerical experiments using field data are expected to give a better understanding of actual traffic dynamics. Second, it is necessary to investigate the
FIGURE 3 Simulation results using proportion control and dynamic programming methods: (a) evolution of simulated density using (a) proportion gain of 5.5 on five sections, (b) dynamic programming method on five sections.

TABLE 2  Simulation Results Under Different Update Intervals

<table>
<thead>
<tr>
<th>Update interval length (seconds)</th>
<th>6</th>
<th>12</th>
<th>18</th>
<th>24</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average deviation</td>
<td>1.856</td>
<td>4.424</td>
<td>5.802</td>
<td>7.488</td>
<td>9.200</td>
</tr>
<tr>
<td>Maximal deviation</td>
<td>11</td>
<td>14</td>
<td>18</td>
<td>24</td>
<td>24</td>
</tr>
</tbody>
</table>

TABLE 3  Simulation Results Under Different Objective Functions

<table>
<thead>
<tr>
<th>Update interval length (seconds)</th>
<th>6</th>
<th>12</th>
<th>18</th>
<th>24</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base case with the same weight for objective function</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average deviation</td>
<td>1.844</td>
<td>2.120</td>
<td>4.01</td>
<td>4.512</td>
<td>4.82</td>
</tr>
<tr>
<td>(99.3%) (49.9%) (69.0%) (60.3%) (52.4%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximal deviation</td>
<td>10</td>
<td>10</td>
<td>22</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td><strong>Greedy method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average deviation</td>
<td>1.708</td>
<td>3.104</td>
<td>2.563</td>
<td>4.32</td>
<td>6.24</td>
</tr>
<tr>
<td>(92.0%) (70.1%) (44.1%) (57.7%) (67.8%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximal deviation</td>
<td>10</td>
<td>11</td>
<td>16</td>
<td>26</td>
<td>26</td>
</tr>
</tbody>
</table>

numerical performance in other circumstances, such as in heavily congested traffic. Third, the optimization method for the online adjustment module should be extended from a freeway level to a network level, which would correspond to a more complex but more realistic process.
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